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Preface

The present book includes reviews on selected relevant scientific themes inspired
on papers presented at the 4th International Conference on Photonics, Optics and
Laser Technology (PHOTOPTICS 2016), held in Rome, Italy, from 27 to 29
February 2016. The event received 98 paper submissions from 29 countries, which
have been selected by the chairs, based on a set criteria items that include the
assessment and comments provided by the program committee members, the ses-
sion chairs’ assessment and also the program chairs’ global view of all contribu-
tions selected to be included in the technical program. Under this compliance, this
book covers both theoretical and practical aspects within Optics, Photonics and
Laser Technologies’ main tracks, with the chapter contents contributing to the
understanding of current research trends. The book contents, spread through eleven
chapters, cover imaging and microscopy—techniques and apparatus, with contri-
butions as the status quo of waveguide evanescent fluorescence and scattering
microscopy, micro-lenslet arrays’ characterization through holographic interfer-
ometer microscopy, performance of segmented reflecting telescopes; optical com-
munications where estimation of the OSNR penalty as a result of in-band crosstalk
is outlined; laser safety, where high accuracy laser pointer assessment is addressed;
biomedical developments and applications including contributions as mitigation of
speckle noise in optical coherence tomograms toward dynamics of blood perfusion
and tissue oxygenation, tissue’s conservation assessment via coherent hemody-
namic spectroscopy and, finally, the field of photonic materials and devices gathers
the contributions, CMOS-based photomultiplier devices, photochromic materials
toward energy harvesting and novel photo-thermo-refractive for photonic, plas-
monic, fluidic and luminescent devices.

We thank all the authors for their contributions and also to the reviewers who
have helped ensuring the quality of this publication.

Caparica, Portugal Maria Raposo
Paulo A. Ribeiro
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Chapter 1
Waveguide Evanescent Field
Fluorescence and Scattering Microscopy:
The Status Quo

Silvia Mittler

Abstract In the last few years Waveguide Evanescent Field Fluorescence (WEFF)
andScattering (WEFS)microscopywere developedwhich are alternatives to TIR and
TIRF microscopy. Both technologies implement a slab waveguide-microscopy chip
with a coupling grating. The technologies are described and compared to TIR and
TIRF microscopy. The advantages of the waveguide method are clearly addressed.
A brief history of the technology’s development and similar activities in the field
are discussed. Application examples from both WEF microscopies follow: static
distance mapping with a multimode waveguide, dynamic solubilisation studies of
cell plasma membranes and the kinetic response of osteoblasts to trypsin (WEFF);
bacteria sterilization as well as cell adhesion and granularity studies (WEFS). The
combination of both methods is discussed and found not suitable. In order to mass
fabricate the necessary waveguide chips with the grating an all-polymer-waveguide
chip was developed. This should allow to bring the new microscopy methods to the
interested scientific community.

1.1 Introduction

With the aim of developing new medical devices with direct tissue contact, drug
delivery vehicles, and tissue engineering scaffolds, there has been increasing interest
in recent years in the interactions of cells with both synthetic and natural bioma-
terials [1, 2]. In particular, the study of the contact regions between a cell and its
substratum is of considerable interest as its investigation delivers inter alia infor-
mation about the cytocompatibility of the substratum—the affinity of cells towards
that particular surface. Promotion or inhibition of cell adhesion to synthetic and nat-
ural biomaterials is often crucial to the proper function of a particular device. Some
information concerning these interactions, e.g. the lateral location and the density of
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the adhesion sites, as well as their relationship to the actin stress fiber system, part
of the cell’s cytoskeleton, can be inferred from fluorescence microscopy of immuno-
labeled molecules involved in adhesion; typically, vinculin, a protein located within
the multi-protein complex that anchors the adhesion to the cytoskeleton inside the
cell [3]. These methods only deliver signals from the focus volume and no informa-
tion about adhesion distances to the substratum. However, a direct and quantitative
method to address the distance to the substratum is highly attractive. To address
this need, different microscopic techniques based on electron microscopy [4] and
optical means such as evanescent fields and interference techniques have been devel-
oped. Total internal reflection fluorescence (TIRF) [3, 5], surface plasmon resonance
microscopy (SPRM) [6], interference fluorescence microscopy (IRM) [7], fluores-
cence interference contrast (FLIC) microscopy [8] and combinations thereof [3, 9]
have been used to visualize and quantify these contacts. The contacts themselves had
been discovered by interference reflection microscopy (IRM) in the 1970s [10].

Bacteria, on the other hand, are themost metabolically diverse group of organisms
found in all natural environments including air, water and soil. Bacteria commonly
occur with food sources and are also found within and on our bodies. However,
concerns exist over contamination of food, water, and air by pathogenic bacteria
[11] that can enter our bodies through ingestion, inhalation, cuts or lacerations [12].
Therefore, there is an increasing interest in bacterial contamination and the need
for anti-bacterial surfaces not only for application in the food industry but also for
medical and hygienic purposes [13]. Over two million hospital-acquired cases of
infection are reported annually in the USA, which lead to approximately 100,000
deaths annually and added nearly $5 billion toU.S. healthcare costs [14, 15]. Contam-
ination of medical devices (e.g., catheters and implants) has been attributed to 45%
of these infections [16]. Bacterial contamination of any surface typically begins with
the initial adhesion of only a few cells that can then develop into a more structurally
cohesive biofilm in less than 24 h when provided with suitable nutrient conditions
sustaining metabolism and cell division [17]. Therefore, a better understanding of
bacterial adhesion to surfaces is important for technical surface development and
in biomedical applications. However, the precise measurement of bacterial adhe-
sion to surfaces are difficult and time consuming because bacterial cells typically
occur on the micrometer-scale and their adhesion forces are generally low‚ typi-
cally 0.1–100 nN [18]. Recent studies on the detection of bacteria on surfaces have
focused on similar imaging systems as with cells such as optical [19] and fluorescent
microscopy [20] to image the bacteria themselves or luminescence measurement of
the presence of cells by ATP (adenosine triphosphate) detection systems [21] Sur-
face Plasmon Resonance (SPR) sensors [22], Nucleic Acid Detection [23], Optical
Waveguide Lightmode Spectroscopy (short: waveguide spectroscopy) [24], Optical
LeakyWaveguide Sensors [25], and Evanescent Mode Fiber Optic Sensors [26] have
also been applied in order to detect biochemical toxins as signatures of bacteria.

In conclusion, it is important to have methods available which are able to inves-
tigate interfaces between a technical surface and a bacterium or cell.

In recent years, Total Internal Reflection Fluorescent (TIRF) microscopy has been
demonstrated to be an effective method for studying cell-substrate interactions that
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occur at surfaces and interfaces. Using TIRF microscopy, the behavior of various
types of cells [27, 28] and bacteria [29, 30] near surfaces has been characterized.
Total Internal Reflection (TIR) Microscopy utilizes the basic technology of TIRF
without any fluorescence dyes present in the sample by creating an optical contrast
due to scattering [31]. Recent studies have also demonstrated the use of TIR for
imaging microbial adhesion.

This paper will give a brief history and literature overview as well as a review on
biophysical applications ofWEFF andWEFSmicroscopy on cells and bacteria and a
short outlook on current developments on mass producible all-polymer-waveguide-
chips to offer the methods to a broader user base.

1.2 Brief History

The waveguide evanescent field scattering (WEFS) technique was developed by
Thoma et al. in 1997 [32, 33] for ultrathin technical structures on surfaces using
conventional ion exchanged waveguides. Thoma et al. investigated the influence of
the polarization direction of themode and themodenumber on the achieved scattering
image contrast. It was found thatwith increasingmode number the contrast increased.
TEmodes depicted a better contrast than TMmodes. Immersion of the samples in an
aqueous solution decreased the contrast as the refractive index difference between
scattering centers and the surrounding medium decreased.

Before the first cells were imaged evanescently with a waveguide, a series of
approaches were made to combine established microscopy methods with a conven-
tional waveguide and waveguide spectroscopy to on-line monitor e.g. adhesion and
proliferationof cultured cells [34–36]These attempts suffered from the small penetra-
tion depth of the evanescent fields into the cells of the used conventional waveguides.
Therefore, Horvath et al. [37] proposed in 2005 reverse symmetry waveguides which
provided deeper penetrating evanescent fields in these combination technologies.

The first waveguide evanescent field fluorescence (WEFF) experiment with com-
mercial mono-mode glass waveguides (designed for sensing on coupling gratings)
on cells was shown by Grandin et al. [38]. Vinculin staining was carried out on fixed
human fibroblast cells. The coupling was carried out via a coupling grating located
within the sample area. The image suffered from substantial artefacts and was very
noisy in form of stripes. The grating position in the field of view, lead to too many
scattered photons and to resonantly out-coupled light.

WEFF microscopy with ion exchanged mono- or multi-mode glass waveguides
and stained cell’s plasma membranes was developed by Hassanzadeh et al. [39] in
2008 as a straightforward alternative to TIRF microscopy for imaging ultrathin films
and cell-substrate interaction. The mode coupling was achieved via a grating coupler
outside the imaging area. The image quality was increasing, but artefacts due to
scattered light were still seen in the images and are not completely avaoidable. TIRF
images share the same issues [40]. Hassanzadeh et al. have then shown applications
of WEFF microscopy with static and dynamic investigations [39, 41, 42]. They were
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the first who used a multi-mode waveguides with mode selective grating coupling to
determine distances of cell adhesions to the waveguide surface [43].

A year later, 2009, Agnarsson et al. [44] presented a symmetric waveguide struc-
ture for WEFF microscopy where the cladding material is index-matched to the
sample solution (aqueous media). The optical chips were fabricated from polymers
involving standard cleanroom technologies such as spin-coating, photolithography
and dry etching (core: polymethylmethacrylate (PMMA) and substrate: amorphous
perfluorinated optical polymer (Cytop)). Agnarsson et al. coupled via end-fire cou-
pling mode-insensitive into a mono-mode waveguide. MCF7 breast cancer cells
immune-stainedwithmonoclonal antibody against the transmembrane adhesion pro-
tein E-cadherin (HECD-1) and Alexa Fluor 546 Goat Anti Mouse IgG1 fluorescent
secondary antibody. Very clear WEFF images were obtained with some minor scat-
tering artefacts. Agnarsson et al. were combining WEFF microscopy on the mono-
mode polymer symmetric waveguide structures with waveguide spectroscopy and
channel waveguide operation (directional couplers, ring resonators, Mach-Zehnder
interferometers, etc.) for sensing application and on-chip control of illuminationwith
sub-millisecond control [45–48].

In 2014, Nahar et al. [49] implemented WEFS microscopy for bacteria studies
and started to investigate cultured ostoeblasts with WEFS microscopy.

Agnarsson et al. [50] picked up WEFS microscopy in 2015 for label-free sensing
of gold nanoparticles (AuNPs), vesicles and living cells, and compared it withWEFF
results, all on symmetric polymer waveguide structures.

The focus of the following sections will be the WEFF and WEFS studies of the
author’s group.

1.3 Experimental

1.3.1 Waveguides

Home-made, glass waveguides on fused silica (step-index slab waveguides) or ion
exchanged waveguides with holographic coupling gratings will be addressed here
[41, 51]. Thewaveguideswere reusable various times after thorough cleaning. Clean-
ing procedure consisted sonification in 70% ethanol for 20min followed by blow-dry
with nitrogen gas. To remove organic material, the dried samples were cleaned with
Nano-Strip (KMG Chemicals Inc., Fremont, CA, USA) at 80 °C for 5 min. After
Nano-Strip application, the substrates were extensively rinsed in Milli-Q water and
blown dry again [52]. However, with each cleaning cycle the waveguides became
thinner and needed characterization before every new experiment.

The samples were designed in a way that the coupling grating is always kept
outside the sample area and should not be altered during the experiment to keep the
coupling conditions and therefore, the coupling efficiency, constant, Fig. 1.1. This is
important because the mode coupling conditions change when material is adsorbed
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Fig. 1.1 General WEFF-
and WEFS chip design: the
coupling grating is located
outside the sample area

or desorbed at the grating position [53]. In addition, out-coupled photons from the
grating produces artefacts in the WEFF and WEFS images. Any periodic structures
should be avoided in the sample area due to undesired interference effects.

1.3.2 Cell Culture

The cell culture was according with [52] will be transcribed here. Osteoblastic cell
line MC3T3-E1 (subclone 4, ATTC Catalog 3 CRL-2593) culture was carried out
in flasks. Three hours UV light exposure was used to sterilize cleaned waveg-
uides. Growth medium was prepared from 17.8 ml α-minimum essential medium
1X (MEM; Gibco), 2 mL fetal bovine serum (FBS; Gibco) and 0.2 mL antibiotic-
antimycotic solution 100X (Anti-Anti; Gibco). First the medium was aspirated from
the cell culture flask. Dulbecco’s phosphate-buffered saline 1X (PBS; Gibco) was
added to wash the cell layer and aspirated subsequently. To detach the osteoblasts
from the vessel, wall, 5 ml trypsin-EDTA (0.05%, Gibco) was added and incubated at
37 °C for 5 min. The cell culture was checked by phase-contrast microscopy in order
to confirm cells release into the suspension. Trypsin neutralization was carried out
by adding 9 mL growth medium. The resulting cell suspension was then diluted in
growth medium to 10,000 cells per mL. The waveguides were placed in a Petri dish
and 1 mL cell suspension was deposited per surface. Samples were then incubated
for 24 h at 37 °C, 100% humidity and 5% CO2.

After incubation the waveguides were removed from the growth medium and
excess medium was drawn. Each waveguide was then rinsed three times in PBS. For
fixing waveguides with cells on top, were placed in a 4% paraformaldehyde solution
in PBS for 10 min at room temperature. Subsequently, samples were rinsed three
times with PBS. Desiccation was prevented, by keeping the samples in PBS until
further treatment. A 1.5 mg DiO in 1 mL dimethyl sulfoxide (DMSO) solution was
prepared and heated to 37 °C for 5 min. This solution was then sedimented for 5 min
at 2000 rpm in order to separate solid residues. The staining solution was achieved
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by taking of 10 μL of this solution and dissolving it in 1 mL of growth medium. A
volume of 200μL this solution was then pipetted onto the corner of each waveguide,
which where gently agitated until complete cell coverage by the solution. These
samples were left for 20 min in the solution to guarantee the incorporation of the
dye. Afterwards, the staining solution was drained and PBS was used to wash the
waveguides. For the removal of all unbound dye, the samples were immersed in PBS
for 10 min and drained again. The wash cycle was repeated two more times. The
waveguides were stored in PBS until performingWEFFmicroscopy. This procedure
delivers fixed cells, cells that are “frozen” in their habitus [52, 54–56] with the dye
situated in the plasma membrane of the cells.

1.3.3 Bacterial Culture

The bacterial culture has been previous described [52] will be transcribed here for
consistency.

Nitrobacter sp. 263 was cultured on R2A (Difco™) plates at room temperature
(approximately 23 °C) for two weeks. For each colonization experiment, bacteria
from one R2A plate were removed and suspended in 1ml of filter-sterilized (0.45μm
pore-size) distilled deionized water to produce an aqueous bacterial suspension (with
106 bacteria/ml). A distinct R2B stock solution (i.e., broth/liquid culture medium)
was prepared by dissolving R2A in sterile, distilled, deionized water and filtering to
remove the agar constituent keeping the dissolved nutrients for bacterial growth.

Attachment of the bacteria to the waveguide surface was attained by placing a
50 μl aliquot of the bacterial suspension on waveguide top for 1 h at 37 °C. After
bacteria attachment, the waveguide was rinsed with sterile, distilled water and placed
in a sterile Petri dish with 20 ml of R2A and after incubated for 24 h at 37° to allow
bacteria to grow. These samples were not agitated. After 24 h incubation, bright
field microscopy was used to examine the waveguides in looking for microcolonies
formation. Images were taken of live cells in growth medium. WEFS microscopy
was then used to analyse the samples. Sterilization experiments of were undertaken.
For this separate bacteria suspensions of 10 ml (with 106 bacteria/ml) were placed
in a sterile, open glass dish and exposed, in a low pressure collimate beam appara-
tus (LPCB) [52, 57, 58] to doses of 2, 4, 8, 14, 20 and 30 mJ/cm2 [52, 58]. This
sterilization by UV photon was chosen mainly for its ability to disrupt and dimerize
neighboring DNA bases (thymine dimerization) that hinders bacterial growth but not
viability [52, 59, 60]. The ‘sterilized’ bacterial suspensions, obtained for the different
dose exposures, were used in colonization experiments identical to those described
above.

Before the first and second colonization assays, separate 1 mL aliquots of all
bacterial suspensions were stained using BacLightTM (Invitrogen) Live-Dead stain
and examined using fluorescence microscopy in order to confirm that the cells were
viable.
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1.3.4 Microscopic Analysis: WEFF and WEFS

An inverted microscope from Zeiss, Oberkochen, Germany, with the waveguide
located on the sample stage was used for the WEFF and WEFS microscope assem-
blies consisted of an inverted microscope (Figs. 1.2 and 1.3). The specimen was
placed on the waveguide’s top. An argon ion laser (35 LAP 341-200, CVI Melles
Griot) working at λ�488 nm with a tuneable output power in the 7–126 mW range
or a 0.5 mW, 543.8 nm HeNe laser from Research Electro-Optics, were used as light
sources in WEFF and WEFS assemblies, respectively. The laser power was reduced
by placing a neutral density filter directly behind the laser, avoiding overexposure
and bleaching. The beam diameter was controlled by means of an iris aperture. A
coupling grating located on the waveguide was used to couple the laser beam in the
waveguide to a chosen mode. For the case of WEFF microscopy, undesired excita-
tion wavelength was blocked via a long pass filter with a 490 nm cut-off wavelength
(3RD490LP, Omega Optics, Brattleboro, VT), placed between the objective and the
camera. The out-coupled intensity at the waveguide end was measured by a large
active area photodiode (FDS1010, Thorlabs, Newton, NY) for determining the cou-
pling efficiency when required. A cooled CCD-camera (Pursuit—XS 1.4 Diagnostic
Instruments Inc., Sterling Heights, MI, USA), controlled with SPOT 5 Basic (Spot
Image Solutions, Sterling Heights, MI, USA) was used for imaging. Bright field
microscopy images of the samples were also obtained with the same field of view
objective-lens as in the WEFF/WEFS microscopy images and processed through
Image Pro Express software facilities (Media Cybernetics, Rockville, MD).

The laser beam coupling can be from below the waveguide chip in parallel to the
objective lens as depicted in Fig. 1.2. This has the advantage that all beam steering
can be done on the optical table. The disadvantage is the close proximity to the
objective lens which restricts the available coupling angle substantially and forbids
backward coupling.

In the alternative design the coupling is carried out from the top (Fig. 1.3). The
advantage here is a restriction less coupling angle. The disadvantages are the possible

Fig. 1.2 Schematic of WEFF microscope with coupling through the waveguide chip from below:
Ap—apertures, F1—neutral density filter, M—mirrors, WG—waveguide and PD—photo diode.
For WEFS microscopy a HeNe laser was used and the LP filter omitted [52]
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Fig. 1.3 Schematic of a WEFS microscope with coupling into the waveguide from above:
Ap—apertures, M—mirrors, WG—waveguide and PD—photo diode. For WEFS microscopy a
HeNe laser was used and the LP filter omitted. Optical elements Ap1 to M4 are mounted on the
table

reflections and scattered photons from the objective lens, and some of the beam
steering needs to be carried out above the optical table making the system more
prone to vibration issues.

1.4 TIRF/TIR Versus WEFF/WEFS

Both TIRF/TIR and WEFF/WEFS microscopies assemblies, employ sample illu-
mination trough evanescent fields at the substrate surface which are coming from
total internal reflection. In more recent TIRF/TIR microscopes a laser beam is opto-
mechanically guided within the microscope and the objective lens, allowing a laser
beam to undergo total internal reflection at a the high refractive index substrate carry-
ing the specimen and is placed above the objective lens. Specially designed objective
lenses having high magnification and numerical aperture objectives together with
built-in optical path control are required for microscope construction. All angles
above critical angle of TIR can be theoretically achieved in this way, allowing the
possibility to achieve different penetrations depths by using different angles. This
feature can even be used to measure distances from the substrate surface [61]. From
the practical point of view, the microscopes are set to particular angles, for achiev-
ing both high quality TIRF/TIR imaging and high quality epi-fluorescence or bright
field.

Besides, manual operation of a TIRF/TIR microscope can readily give rise to the
evanescent mode loss and consequently to a full specimen exposure to the laser beam
and sample damage.

Reviewing the literature in particular with respect to the use of TIRF microscopy
for distance measurements it can be seen that, besides Burmeister’s excellent work
by the middle of the 1990s [62], during the development stage of TIRF microscopy,
very little has been published on exploring different penetration depths.
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In regard to TIR microscopy is performed identically but excluding the dye
from the samples and the necessary filter sets. Scattered photons instead of fluo-
rescence photons are collected. Bright field images are taken for comparison since
epi-fluorescence is not realizable. It should be pointed out that few distance work
involving TIR microscopy have been reported so far [29]. This is not surprising
since the scattering intensities are difficult to analyze because all refractive index
fluctuations present in the evanescent field contribute to the signal and these are not
necessarily controllable, in particular with living cultures producing extracellular
matrix in the case of cells or extracellular polymeric substance (EPS) when imaging
live bacteria.

InWEFF/WEFSmicroscopies, thewaveguidemodes resonances dictate the avail-
able evanescent fields and penetration depths. Thus the number of options is limited
by the number of modes propagating in the waveguide. In TIRF and TIR micro-
scopies, the evanescent field penetration depth of the is limited to ~200 nm, whereas
a waveguide can yield penetrations depths from below 100 nm to over a μm, by
refractive index tuning and thickness architecture of both core and cladding layers
[44]. Extended illumination area over macroscopic dimensions can also be achieved
from planar waveguides which is only limited by the attenuation of the propagating
waveguide mode.

In addition, as the beam in WEFF/WEFS cannot escape from the waveguide;
the WEFF and WEFS microscopies carry the intrinsic safety mechanism of sample
overexposure and damage.

Well characterizedwaveguides where the evanescent fields and penetration depths
are well known can be used for quantitative measurements [43].

WEFF and WEFS microscopies do not seek for state-of-the-art microscopes or
objective lenses assemblies. Their technologies can be based on a few simple acces-
sories and attachments to standard inverted microscopes. It is therefore straightfor-
ward to image the specimen in any magnification and field of view available due
to standard long distance objective lenses by just turning the objective lens revolver
without the necessity of beam stirring. Due to the evanescent field formation being
taken care of by the substrate and completely independent from the entire micro-
scope, different field of views or magnifications still deal with the same illumination
conditions allowing direct comparison of images or measurements after changing
magnification and field of view.

By enhancing the image acquisition integration time, epi-fluorescence images
can be obtained. This is due to waveguide slightly scattering, which provides 3D
excitation or scattering photons to the specimen.

Comparing TIRF and WEFF images of the same samples identical image infor-
mation can be observed [40]. Both are diffraction limited, in such a way that lateral
resolution is dependent on the working laser wavelength and highest magnification
lens and its numerical aperture (NA) supported by themicroscope used. Resolution in
the z-direction (normal to the substrate) is about 7 nm for both types of microscopes.

ForWEFF andWEFSmicroscopies wide use it is necessary to have easy access to
and supply of inexpensive waveguide substrates. Thus, it is necessary to implement
a mass producible waveguide-chip.
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1.5 Multimode Waveguide Use to Static Distance Mapping

A 651±2 nm thick waveguide with refractive index of n�1.840±0.001 was used
for distances mapping of a dye, located in the plasma membrane of fixed osteoblasts.
For simulating the evanescent fields the volume above the waveguide was assumed
to be water with a refractive index of 1.33. Two images taken with the TM1 and TM2

mode were used to calculate the dye distance map [52, 63].
TheWEFF image inFig. 1.4 depicts four osteoblastswell spread and indicating the

nuclei and some cell extensions. The dye distance map shows lower distance-colors
(blue to yellow) in the cells areas from in the range of 0, to ~130 nm. In the unoccupied
area, the unstained medium, where the raw data do not show fluorescence, only noise
is present. This is depicted as distances in the order of the penetration depth of the
evanescent field i.e. ~160±40 nm (red pixels with yellow). In addition, isolated spots
in the no-sample area (outside the cells) are seen in very dark blue. These spots are
correlated to un-physical distance values below zero caused bymicroscopic damages
of the waveguide. These un-physical distances should always be omitted in image
interpretation. All four osteoblasts can be found in the distance map and cell outlines
are similar to the cells depicted in the “epi-fluorescence” image. It should be noted
that filopodia and the thinly spread cell body are more clearly seen in the distance
map. The distance map (Fig. 1.4) does not depict any information about the nuclei.
Not the entire cell body reached down very close to the surface, as expected. At some
of the cells’ outer lines and at some extreme tips of the spread cells, small regions
of only a few pixels in diameter were found with distances of ~10–25 nm, typical of
a focal adhesion [4, 64]. Twice line like accumulations of dense focal adhesions are
found (blue lines with distances around 10–25 nm). Between the focal adhesions,
there are regions in lighter blue depicting distances around 40–50 nm as well as
greenish areas depicting distances around 70–80 nm. Filopodia of the cells, which
are very faintly seen in the epi-fluorescence images, are clearly visible in the distance
map as thin spikes with a blue (possible focal adhesions or point contacts) or green
(possible extracellular matrix contacts) center and green-yellow surroundings [64].

Figure 1.5 depicts one well spread osteoblast taken in epi-fluorescence WEFF
mode and false color distance map [49]. Two z-cuts through the distance map have
been made: one randomly through the cell, (Fig. 1.5c) and one through an area
including the smallest distances of the cell (Fig. 1.5d) [52]. The area outside the
cell revealed to be nearly homogeneously dark red colored. The noise level in the
no-sample regions is clearly seen in the z-cut data; it is the noisy data at an average
distance of ~90 nm on both cell sides [52]. The cell itself is shown by the depressions
in the z-cutswith the dips indicating adhesions. The spreading of the cell is excellently
depicted by the distance map.

The cell is attached at all extreme spreading points, however not necessarily as
focal adhesions since, distances above 40 nmandup to 50 nm, possible close contacts,
are found. In the cell center, focal adhesions can be seen.

From the z-cuts the position of the plasma membrane/dye location along the cut
line in nm can be seen. For the random ‘c’ cut, three “small” distances in the order
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Fig. 1.4 Dye distance map with four osteoblasts, false color representation. The inset represents a
WEFF image with increased integration time of the same field of view. Both scale bars represent
50 μm [52]

Fig. 1.5 Single osteoblast imaging results: a epi-fluorescence WEFF image, b dye distance map
false color representation, c z-cut through cell at random position ‘c’ in part (b) and d z-cut through
cell at smallest distance locations at position ‘d’ in (b). The cuts in (b) from bottom to top are
represented in (c) and (d) from left to right. The scale bars represent 25 μm [52]

of ~55 nm are found, as well as a couple of more bends towards the substratum with
distances of ~62–67 nm [52]. The maximum heights of the plasma membrane from
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the waveguide surfaces between the bends towards the substratum are found to be
between 62 and 75 nm.

In the z-cut ‘d’ through the small distance adhesions one 18 nm focal adhesion
can be found as well as 25–35 nm distance contacts. The maximum heights of the
plasma membrane from the waveguide surfaces in this case are 37 and 45 nm. The
bending of the membrane towards the cytoplasm between these adhesions points
is clearly depicted. The relative straight lines between the “maxima and minima”
in the distance curve bear a resemblance to a stretched rubber band. One needs to
keep in mind that the surface tension of the plasma membrane tries to minimize the
surface area, trying to force the cell into a spherical shape. The adhesions are obvious
biological disruptions of the physical effect of surface minimization.

It would be interesting to monitor and quantitatively analyze the dynamics of a
living cell moving and forming lamellipodia and new adhesions as well as retrieving
lamellipodia and withdraw adhesion. With the current set-up, time laps distance
mapping it is not yet possible. An automated, motorized mirror adjustment for M4
(Fig. 1.2) with a feedback loop for optimized coupling from the photodiode PD
(Fig. 1.2) needs to be implemented.

1.6 Cell Plasma Membranes Dynamic Solubilisation
Studies

Detergent-membrane interactions have been the subject of many studies [65]. Func-
tional membranes typically exist in the fluid state, also called the liquid-disordered
state. Due to difficulties of working with authentic cell membranes, simplified mem-
brane models—such as supported lipid bilayers or liposome mimicking biological
systems—have often been used to investigate detergent-membrane interactions [65].
Model membranes were helpful in exploring the basic membrane functions. How-
ever, in comparison to a living cell, with integral and peripheral proteins, cholesterol
molecules and oligosaccharides in and on their plasma membrane, artificial mem-
brane models cannot mimic all aspects of plasma membrane function. In addition,
studying the interaction between lipids and detergents in the form of vesicles (lipo-
somes) or supported lipid bilayers has several other disadvantages. For example,
in supported lipid bilayers, the quality of the deposited film plays a major role. The
direct contact with the underlying substrate affects the bilayer’s structure and fluidity,
and blocks access of solutions to both sides of the membrane.

The results of lipid-detergent interaction studies using bio-membrane models
have been related to a three-stage model, which was described by Lichtenberg et al.
[66]. In stage I, with increasing detergent concentration, detergent incorporates into
the bilayer. At this stage, solubilization does not occur, but the bilayer becomes
saturated with detergent. At stage II, with further increase in detergent concentra-
tion, the bilayer starts to solubilise. Lipid vesicles saturated with detergent form and
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Fig. 1.6 Three cells
normalized integrated
intensities versus time.
Triton X-100 (0.013 w/w%)
addition is indicated by the
arrow [52]

coexist with mixed micelles of lipid and detergent. At stage III, the entire membrane
solubilises, and only mixed micelles exist [67, 68].

Osteoblast were cultured on the waveguides and imaged alive with time laps
WEFF microscopy. At a certain time Triton X-100 was added to the medium to start
solubilisation. Figure 1.6 shows the normalized integrated intensity of the WEFF
fluorescence signal of three example cells imaged with time.

Without detergent, the integrated intensities are constant indicating negligible
photo bleaching. In the presence of detergent, three reproducible kinetic stages can
be seen: (i) an increase in fluorescence intensity, (ii) a plateau, and (iii) a decrease
in intensity. Therefore, a comparison to or an adaption of the established three-stage
model is possible. In stage I, the membrane takes up detergent and the concentration
of detergent rises in the plasma membrane. The integrated fluorescence intensity
increases due to suppression of fluorophore quenching by dilution of the dye with
detergent [69] in the cell membrane. In this stage, solubilisation does not occur.
According to the model, stage I ends when the membrane becomes saturated with
detergent [42]. The end of stage I is seen in Fig. 1.6 when the intensity increase ends
and the plateau starts.

In stage II, where artificial membrane solubilisation takes place, the detergent-
saturated lipid bilayer undergoes a structural transition and converts partially into
lipid-detergent mixed micelles; however, these micelles are not yet mobile, but still
incorporated in the membrane. So, stage II can be seen as the plateau in which
intensity remains constant as the dye is not leaving the evanescent field. At this time,
the dye is still located either in the membrane or in formed micelles in unquenched
conditions mixed with detergent.

During stage III, the micelles become mobile and leave the evanescent field,
leading to a decrease in integrated intensity. Individual micelles are too small to be
seen with the WEFF microscope.
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By changing the Triton X-100 concentration the duration of all three phases
changed: the higher the detergent concentration the quicker the solubilisation stages
[42].

WEFF microscopy confirmed that living osteoblasts are solubilized in the same
way as model membranes.

1.7 Time Response of Osteoblasts to Trypsin

Trypsin is a serine protease and cleaves peptide chains. Therefore, trypsin is used in
laboratories to cleave proteins bonding the cultured cells to the dish, so that the cells
can be suspended in fresh solution and transferred to fresh dishes.

Healthy osteoblast cells were grown directly on the waveguide and monitored
with time lapsWEFFmicroscopy. Trypsinwas used at 0.05 and 0.02% concentration.
Upon addition of 0.05% trypsin, the cells were lifted very fast and only individual
focal adhesions could be imaged. However, with the lower concentration changes in
cell morphology could be observed, such as cell retraction.

The quick disappearance of an individual adhesion point at the high trypsin con-
centration was examined. The focal adhesion point had the appearance of a bright
circular dot. A series of images were takenwith time and analyzed. Figure 1.7 depicts
the kinetic behaviour of the adhesion point’s disappearance, with respect of its inte-
gral intensity and size.Clearly both the size and the integral intensity of this individual
focal adhesion point decreased in an S-shaped curve and provided basically identical
kinetic information about the detachment of the cell.
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Fig. 1.7 The impact of a 0.05% trypsin containing medium on an individual focal adhesion: inten-
sity and size decrease with time. The lines are guides to the eye [52]
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Fig. 1.8 Integrated, intensity of 5 individual re-appearing adhesion points after exchanging a
trypsin-containing medium at t�0 to a trypsin-free medium [52]

A samplewas treatedwith 0.02% trypsin. The cells have shown cell retraction, and
detached from the surface, leaving a black feature less evanescent image. After the
trypsin treatment themediumwas exchanged carefully to a trypsin-free environment.
The imaging was continued. The osteoblasts, still alive, re-synthesise new adhesion
proteins for the formation of new adhesion points. The kinetics of the adhesion
process, unit the cell population died at around 150 min and lost adhesion again, is
depicted in Fig. 1.8.

1.8 Bacteria Sterilization

Studies on the attachment of bacteria onto surfaces using WEFS microscopy detec-
tion is a quick method for investigations regarding bacterial sterilization treatment
[49].We hypothesized that non-potent, sterilized cells do not attach to surfaces and do
not formmicrocolonies. Therefore, we have treated identical bacteria sample batches
with different UV doses (2, 4, 8, 14, 20 and 30 mJ/cm2). After the UV illumination
the viability was measured. The UV illumination did not result in bacterial death. As
a control, one sample was left without UV treatment. All bacteria illuminated with
different UV doses and the control were cultured identically and examined using
WEFS microscopy after 24 h. Figure 1.9 shows a series of WEFS and bright field
images of the control and UV treated bacteria.

The relative signal attributed to attached colonies and individual bacteria on the
waveguide surface decreased as exposure toUV illuminationwas increased (Fig. 1.9).
It is significant to note that the highest dose of 30 mJ/cm2 was not sufficient to
completely prevent bacterial attachment. Both WEFS and bright field microscopy
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2016
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Fig. 1.9 WEFS and bright fieldmicroscopy images of UV illuminated, sterilized bacteria after 24 h
of culturing: a and e control: 0 mJ/cm2, b and f 8 mJ/cm2, c and g 20 mJ/cm2, d and h 30 mJ/cm2.
The scale bar is 50 μm [52]

Fig. 1.10 Percentage of occupied area of bacteria versus applied UV dose. The line is a guide to
the eye only

demonstrated that the highest dose resulted in the attachment of primarily individual
bacteria, demonstrating thatwhile attachment still occurredwith increasingUV-dose,
microcolony formation was prevented.

In order to yield quantitative data, aMatlab programwas written to investigate the
intensity distributionof eachWEFS image and to calculate the percentageof area (i.e.,
pixels with signals above the defined threshold) occupied by bacteria (i.e., individual
cells and cells comprising distinct colonies). Figure 1.10 shows the percentage of
area on a sample occupied by bacteria versus the applied UV dose. Although the
percentage of surface area with attached bacteria was decreasing exponentially, it
did not reach zero. Bacteria were still attached to the waveguide surface despite the
UV treatment. A “safe”-dose can be extrapolated by the data.
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1.9 Cell Granularity and Adhesions

Fixed osteoblasts were imaged with WEFS microscopy. Figure 1.11 shows a bright
field image of a single osteoblast and the corresponding WEFS image. In the WEFS
image the nucleus can be located: it is the dark area in the cell center. In addition,
the granular structures in the cell body and the adhesion sites at the cell outline
were visible. Figure 1.11 indicates with the arrow the propagation direction of the
waveguide mode. The cell’s boundary first hit by the propagating light was shown
very clear and with many adhesions points. The other three outer lines depict the
adhesion points but not the complete cell boundary. At this chosen integration time
the WEFS image depicts adhesions due to the evanescent illumination and the cell
granularity due to 3D scattering of the waveguide.

Cell-substrate adhesions could be distinguished from scattering centers located
further away from the substrate, the granularity of the cell, by varying the integration
time. This is shown in Fig. 1.12.

With a very short integration time only a few spots appeared on the image in the
areas where the cell was well spread. These spots are the cell’s adhesions within the
evanescent field. With increasing integration time, more and more features appeared,
such as the cell nucleus area, the cells boundary and the cell granularity.

These experiments showed that not necessarily fluorescence staining was needed
for imaging focal adhesions and hence getting some cell-substratum interactionmea-
sures. As in WEFF microscopy larger integration times lead to 3D information of
the cell. Further detailed analysis, e.g. whether WEFS data are comparable with flow
cytometry (scattering mode), need to be done.

Fig. 1.11 a Bright field image and b WEFS image of an osteoblast taken with an exposure time
3000 ms. The green arrow indicates the direction of light propagation. The scale bars are 25 μm
[52]
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Fig. 1.12 a Bright field image of a single osteoblast and b–d corresponding WEFS images with
integration times of 500 ms, 1000 ms and 1500 ms, respectively. The arrows point to the features
mentioned in the text: (b) adhesions, (c) granularity and cell boundary, and (d) nucleus and cell
boundary [52]

1.10 Imaging with WEFF/WEFS Microscopy

For evanescent imaging with WEFF and WEFS microscopy on the same sample,
osteoblast cells were fixed and stained. The aim was to determine the informa-
tion differences in the images taken with the various evanescent microscopy forms
at identical samples and integration times. It is possible to image a stained object
with WEFF microscopy implementing the long pass filter to block excitation light,
with WFFS/WEFS combination microscopy by collecting both scattered excitation
light and fluorescence photons, and with WEFS microscopy applying a short pass
filter blocking the fluorescent emission wavelengths. Figure 1.13 shows a series of
images of a single osteoblast takenwith bright field,WEFF,WEFF/WEFS andWEFS
microscopy.

Figure 1.13a shows the bright field microscopy image of a single osteoblast cell.
The nucleus, and the outline of the cell were clearly visible in this image. To confirm
the visualization of the entire cellwith bothWEFFandWEFSmethods, an integration
time of 6000mswas used. TheWEFFmicroscopy image is shown in Fig. 1.13b. Both
the cell outline and cell body was distinctly visible in the WEFF image. The nucleus
appeared black with some structure in it. The cell body was distinguishable from the
other parts of the cell because of the presence of many densely packed bright spots
around the nucleus. The outline of the cell which is actually the spread region of the
cell was less bright than the rest of the cell but still unmistakable as it was identical
to the bright field image of Fig. 1.13a. The white arrow in this image refers to the
regions where the cell is touching an adjacent cell. The waveguide implemented here
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Fig. 1.13 Osteoblast imaged with a TM mode and 6000 ms integration time: a bright field image,
b image captured withWEFFmicroscopy with a 560 nm long pass filter blocking excitation light of
543 nm, cWEFF/WEFS image captured without filters; hence both scattered and emission photons
of the dye form the image, and d image captured with WEFS microscopy with a 550 nm short pass
filter blocking the fluorescence. The arrows indicate where the cell is touching an adjacent cell.
Scale bars represent 20 μm

has an evanescent field of 100 nm. Only the close contact regions of the cell should
be visible in a “real” WEFF image. But due to the high integration time, the entire
cell became visible as an epi-fluorescence image where parts of the cells located far
away from the surface could also be seen. Close contact regions and focal adhesions
are not possible to visualize with this types of WEFF imaging strategy.

Figure 1.13c shows the cell captured with no filters in WEFFS/WEFS combina-
tion mode. As a result, the scattered photons and the photons from the dye emission
are forming the image. Although the cell outline was visible and nucleus distinguish-
able, there was too much intensity present in the entire cell making it impossible to
distinguish the spread region of the cell and the cell body. Also the granularity was
not visible as expected (Fig. 1.11).

Figure 1.13d, was captured with pure WEFS microscopy employing a 550 nm
short pass filter blocking the fluorescence. This image showed the outline of the cells
and the nucleus, but no clear distinguishing between the spread region of the cell
and the cell body was possible. The links to the touching neighbor cell indicated by
an arrow, were less prominent compared to the epi-fluorescence WEFF microscopy
image. The granularity was distinctively different from the images of the cells which
were not stained (Fig. 1.11).

From these studies it became clear that both methods have their individual opti-
mummicroscopy settings for achieving informative images. The amount of scattered
light increased when a cell is stained and does not necessary deliver the same infor-
mation about granularity as an unstained cell. Unresolved dyemight act as additional
scattering centers delivering artefacts. For an informative comparison of WEFF and
WEFS images two sample sets should be prepared and imaged with individual opti-
mized conditions (microscope settings and sample preparation).
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1.11 All-Polymer-Waveguide-Chips

In order to allowWEFFandWEFSmicroscopy to be used by the interested communi-
ties, typically biophysics, biology, biochemistry andmedical laboratories, but also for
coating engineering (aging studies, homogeneity studies, anti-microbial tests, etc.)
the waveguide chips need to be (commercially) available and at a reasonable cost.
Mass production is the only way to accomplish this. An all-polymer-waveguide-chip
with an imprinted coupling grating is one way to achieve this goal.

The all-polymer-waveguide chip was designed on the basis of a PMMA substrate.
The imprinting was performed into the PMMA with a home-fabricated silicon

stamp, and in a subsequent step a polystyrene waveguide was spin coated on top.
Figure 1.14 shows an SEM image of an imprinted grating with a periodicity of

670 nm and a depth of 200 nm.
First experimentswith the all-polymer-waveguide-chips have produced promising

WEFF imaging results (Fig. 1.15). The WEFF image of the HeLa cell on the all-
polymer-waveguide-chip does still look like an epi-fluorescence image. Also the
distinct spotty or dotty pattern due to the adhesions at the end of the filopodia and at
the outer rim of the cell are still missing. The polymer chips still suffer from toomany
scattered photons due to too many imperfections in the waveguide. The waveguide
spin coating conditions need to be improved (dust free and with a homogeneous
thickness throughout the sample). In addition, development towards mass produced
chips is necessary. The grating of Fig. 1.11 and the all-polymer-waveguide-chip of
Fig. 1.14 were fabricated by imprinting one grating into one PMMA substrate. The
imprinting and waveguide spinning procedure needs to be scaled up to fabricate 16,
25, 36 or more chips in parallel on one substrate with one imprinting procedure
and a subsequent high quality spin coating process and subsequent separation of the
individual chips.

Fig. 1.14 SEM image of a
PMMA imprinted coupling
grating. The periodicity is
670 nm [52]
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Fig. 1.15 All-polymer-waveguide-chip: a Bright field image and b WEFF image of a HeLa cell
stained with DiO [52]

1.12 Conclusions and Outlook

A simple method to perform TIR and TIRF microscopy with a conventional inverted
optical microscope by implementing an optical slab waveguide as the illumination
source was discussed as well as the suite of advantages a confined beam in a waveg-
uide offers in comparison to a standard TIR(F) microscope.

Both WEFF and WEFS microscopies were applied to a variety of biophysical
questions: simple imaging of adhesions, quantitative investigations such as dye dis-
tance mapping and analyzing kinetic phenomena. A critical analysis of images taken
in a WEFF/WEFS combination found that the combination is not recommendable.
Each method should be used on samples especially prepared and with the optimum
individual microscopy and image acquisition conditions.

In order to make the technology available for an interested scientific community,
the availability of the waveguide-chip is essential. Therefore, a methodology for the
fabrication of a mass produced, cost-effective waveguide-chip based on polymers
only was developed and tested. In the future, the all-glass-chips should come with
a surface functionalization allowing reusability. Time laps distance mapping is not
possible yet, but planned.

Various types of interface and surface related biophysical and biological questions
can be addressedwithWEFF/Smicroscopy. They carry in addition the opportunity of
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an implementation in senor technology. Various options have been published already
[45, 50].

There is a huge opportunity to also useWEFF/S for advanced measurements. The
WEFFmicroscope can be simultaneously operated by propagatingmodes at different
wavelength or directions for any kind of pump probe or resonance experiment, or
a sensing scheme based on a Förster transfer in a dye upon binding of an analyte.
Pulsed laser operation is another option. The scattering microscopy is responsive to
any changes in the size or the refractive index (density) of the scattering entity within
the evanescent field. Themonitoring sensitivity of surface recognition reactions could
easily be enhanced by increasing the scattering power by a gold nanoparticle [70] or
by increasing the size of a scattering entity due to the binding [50].

Silane chemistry will allow to tune the waveguide’s surface functionalization,
both for all-glass and all-polymer-chips. Hydroxyl groups can easily be produced by
oxygen plasma or UV ozone treatment for further functionalization [71, 72].
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Chapter 2
Characterization of Micro-lenslet Array
Using Digital Holographic
Interferometric Microscope

Varun Kumar and Chandra Shakher

Abstract When laser light is transmitted through a transparent micro-lenslet array,
a phase shift is induced in the transmitted wavefront, depending on the height varia-
tion and refractive index of the micro-lenslet array. In this paper, digital holographic
interferometric microscope (DHIM) with Fresnel reconstruction method is demon-
strated for the characterization of micro-lenslet array. Measurement of diameter (D),
sag height (h), radius of curvature (ROC), focal length (f) and shape of micro-lenses
are presented in the paper. The height profile of micro-lenses measured by DHIM is
compared with commercially available Coherence Correlation Interferometer (CCI)
from Taylor Hobson Ltd. UK with axial resolution 0.1 Å. The root mean square
error (RSME) between the measurement carried out by DHIM and CCI is 0.12%.
The advantage of using the DHIM is that the distortions in the wavefronts due to
aberrations in the optical system can be avoided by the interferometric comparison
of reconstructed phase with and without the micro-lenslet array.

2.1 Introduction

Micro-optical components such as micro-lenses andmicro-lenslet array have numer-
ous engineering and industrial applications for example collimation of laser diod
es, imaging for sensor system (CCD/CMOS, document copier machines etc.),
for making homogeneous beam for high power lasers, a critical component in
Shack-Hartmann sensor, fiber coupling and optical switching in communication
systems [1–4]. Also micro-optical components have become alternative to bulk
optics for applications where miniaturization, reduction of alignment and packag-
ing cost are detrimental [5]. Therefore, there is a high demand to meet the best
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quality for micro-optics manufacturing so that needed quality of required system
can be achieved. For quality assurance of micro-optics as micro-lenslet array, an
economical, accurate, fast, simple and robust measurement technique is needed.
Different methods have been developed for micro-optics testing such as mechanical
stylus profilometry [6–9], various electron microscopy techniques [9–12], confocal
microscopy [9, 13, 14], interferometricmethods [9, 15–23], optical coherence tomog-
raphy (OCT) [24, 25] and digital holographic microscopy [23, 26–28]. Mechanical
stylus profilometry is widely used for surface formmetrology ofmicro-optics includ-
ing surface profile and sag height [9]. The stylus tip is typically made up of diamond
in conical shape. Lateral resolution of the mechanical stylus profilometric system
depends on the radius of stylus tip and resolution of lateral scanning stage. Normally,
the radius of conical diamond stylus tip ranges from 1 to 10 μm and in most of cases
the lateral resolution is determined by the radius of stylus tip. The vertical resolution
of stylus profilometer is determined by detection of vertical displacement of stylus
using a dedicated sensor, ranges from sub nanometer to several nanometers. The dis-
advantage of mechanical stylus profilometer is that it gives the lens profile only along
single cross section [9]. Atomic force microscopic (AFM) technique provides two
dimensional stylus scanning (i.e. 3D surface profile) but it is time consuming and has
limited scanning range along all the three axes [22]. Both vertical and lateral resolu-
tion of the order of nanometer can be achieved [9]. AFM can scan maximum height
of the order of 10–20 μm and maximum scanning area is approximately limited to
150μm×150μm. Scanning electron microscope (SEM) exhibits excellent imaging
capabilities and resolution buta 3-D profile of micro-lens can only be obtained by
using unreliable stereoscopic techniques. In addition sub-surface structure cannot
be recorded with this method [22]. The attained SEM resolution can achieve less
than 1 nm [29]. Optical coherence tomography (OCT) techniques have been used
for the characterization of micro-optical component and lenses [24, 25]. It is a non-
contact and non-invasive cross-sectional depth imaging technique. The resolution of
OCT as it is highly related to light source wavelength is limited, with the highest
imaging resolution achievable of 1 μm and it is inversely proportional to penetration
depth of the light source [29]. Full-field swept source optical coherence tomography
(FF-SS-OCT) have been used for 3D micro-lens profile measurement in which a
super-luminescent diode (SLD) is used as a low coherence light source together with
an acousto-optic tunable filter (AOTF) and an electronically controlled frequency
tuning device [25]. The OCT method has been employed for the measurement of
graded refractive index profile of crystalline lens of fisheye [24]. The main drawback
is that OCT systems are expensive because of the complexity of used equipments
such as AOTF and radio frequency (RF) generator used in SS-OCT and scanning
device formirror in reference arm in time domain (TD)OCT.Laser scanning confocal
microscopy (LSCM) method has been used for surface profile and focal length mea-
surement ofmicro-lens array [14]. In LSCM focused light spot ismoved inX-Y plane
normal to optic axis and the test surface is scanned in axial direction by using a piezo-
electric transducer. The surface three dimensional data is obtained by the position of
X-Y stage and Z piezo scanner [9]. This method has the disadvantage that one has
to scan in all the three directions for evaluation of the 3D surface profile [9, 14]. The
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technique should be capable of providing full field information about micro-optics
(shape, size and other parameters) in a non contact/non-invasive way. The interfero-
metric techniques are also noncontact type, non invasive and provide full field infor-
mation about the shape of the optical components. The conventional interferometric
technique such as Twyman-Green interferometry,Mach-Zehnder interferometry, and
white light interferometry are available for testing ofmicro-optics [15–19]. Twyman-
Green and Mach-Zehnder interferometers require complex manipulation and opti-
mization procedure to achieve precision in themeasurement. That is why it is difficult
tomake the process ofmeasurement automated, especially for the entiremicro-lenslet
array. Fully automatedwhite light interferometers (WLIs) are commercially available
with measurement capability over a 200mm×200mm area. ButWLIs are not suited
well to measure entire lens profile and yields accurate information only for the vertex
of micro-lens. Very high precision measurement, with sub nanometer resolution, can
be achieved using WLI in phase shifting mode in which a narrowband pass filter
is required to produce nearly monochromatic light. However, when WLIs in phase
shifting interferometric (PSI) mode is used, total depth measurement is limited [17].
The entire lens surface can be measured for flat or small numerical aperture (NA)
lenses, but generally vertex portion of lens can be measured with PSI mode. WLIs
in PSI mode are useful for measurement of the radius of curvature (ROC) of best
fit sphere [17]. WLI can also be applied in vertical scanning interferometry (VSI)
mode to evaluate the lens height measurement. Measurement in VSI mode can be
performed without using narrow band filter in white light. Using VSI mode of WLI,
information at the edge ofmicro-lenses is lost due to steep profile. Height information
at the vertex and surrounding substrate can be used to determine lens height [17, 28].

Twyman-Green interferometer is considered an accurate tool for measurement of
shape of spherical and weakly aspherical lenses. A phase shifting device (through a
piezoelectric transducer device) is used to obtain phase shifted interferograms and
from the phase shifted interferograms the reflected wavefront from the micro-lens is
evaluated, from which the lens profile and ROC of the lens are calculated. Generally,
the ROC using Twyman-Green interferometer is calculated by fringe analysis with
lens in cat’s eye configuration. In this case the focal point of the microscope objective
coincides with the vertex of micro-lens and fringes are straight lines. Thereafter, the
lens is mechanically translated until the fringes disappear, i.e., this is the case when
the lens ROC matches with the ROC of the wavefront illuminating the lens. The
vertical movement of the micro-lens from cat’s eye position to the position where
the fringes disappear is the micro-lens radius of curvature. The radius of curvature
measurement using this technique depends on the precision of mechanical stage and
remains in the micrometer precision range [17, 28]. Direct analysis of optical per-
formance of micro-lenses can be also performed with Mach-Zehnder interferometer.
For example the aberration of micro-lenses can be determined using Mach-Zehnder
interferometer in transmission mode. Mach-Zehnder interferometer proved to be
useful for the characterization of cylindrical micro-lenses [17, 28]. The interfer-
ometric techniques (Twyman-Green interferometer, Mach-Zehnder interferometer
and white light interferometer) consequently require significant experimental efforts
with respect to phase measurement (such as phase shifting techniques) and are thus
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time consuming [16–18, 23, 26].White light interferometers are not suited tomeasure
entire lens profile and yield only to accurate information for the micro-lens vertex
[17]. Digital holography (DH) overcomes the above discussed problems. Digital
holography allows one to extract both the amplitude and phase information of a
wavefront transmitted through a transparent object (micro-lenslet array) from a sin-
gle digitally recorded hologram by use of numerical methods [28, 30–33]. Due to
numerical reconstruction, the complex object wavefront at different distances can
be obtained. Digital holography provides axial resolution at nanometer scale while
lateral resolution is limited by diffraction and sensor size [32, 33]. Charriere et al.
[28] with numerical phase compensation proposed the characterization of micro-
lenslet array by digital holographic microscopy. In the experimental set up presence
of microscope objective in object arm changes the divergence of object wave and
causes wavefront aberration between object wave and plane reference wave [28]. In
numerical phase compensation method, one needs to compute the phase mask and
multiply it to the reconstructed object wave field in image plane. The basis of com-
putation of phase mask is the precise measurement of optical setup parameters. For
the computation of correct phase mask to remove the wavefront aberration, iterative
adjustments of parameters are needed. Ferraro et al. also proposed amethod in which
the phase mask was computed in flat portion of specimen of the recorded hologram
for aberration compensation [34]. Numerical phase compensation method makes
the reconstruction process complex and time consuming by iterative adjustment of
parameters and extrapolation of fitted polynomial in different area of recorded holo-
gram.

In this paper, a Mach-Zehnder based digital holographic interferometric micro-
scopic (DHIM) system is discussed for the testing of refractive micro-lenslet array.
The advantage of using the DHIM is that the distortions due to aberrations in the
optical system are avoided by the interferometric comparison of reconstructed phase
with and without the micro-lenslet array [35]. From the experimental point of view,
first a digital hologram is recorded in the absence of the micro-lenslet array which is
used as a reference hologram. A second hologram is recorded in the presence of the
micro-lenslet array. The presence of the transparent micro-lenslet array will induce a
phase change in the transmitted laser light. Complex amplitude of object wavefront
in presence and absence of micro-lens array is then reconstructed by using Fresnel
reconstruction method [33]. From the reconstructed complex amplitude, one can
evaluate the phase of object wave in presence and absence of the micro-lenslet array.
The phase difference between the two states of object wave will provide the informa-
tion about optical path length change occurring between two states. By knowing the
value of themicro-lenslet arraymaterial refractive index of and that of air, the surface
profile of the micro-lenslet array is calculated. From the experimentally calculated
value of sag height (h) and diameter (D) of a micro-lens in micro-lenslet array, the
ROC and focal length (f ) of the lens are calculated. Experiments were conducted on
two micro-lenslet arrays of different specification supplied by THORLABS.
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2.2 Experimental Setup and Theory

Figure 2.1a shows the schematic of experimental setup of digital holographic micro-
scope. The Experimental assembly is based on Mach-Zehnder interferometer. A 5
mWHe-Ne laser (Make—Melles Griot, λ�632.8 nm) is used as a light source. The
light from the laser source is divided into two beams using a beam splitter BS1. One
of the beams acts as a reference beam and the other acts as an object beam. Light
in the two arms of the interferometers are expanded and collimated by a spatial fil-
ter (SF) assembly [Make—Newport Corp.] and a collimating lens (CL). The light
in one of the arms is passed through the object under test (micro-lenslet array). In
the experiment, refractive, round and plano-convex micro-lenslet array supplied by
THORLABS with micro-lens sag height (h1 =0.87 μm), diameter (D1 =146 μm),
radius of curvature (ROC1 =3.063 mm), and focal length (f 1 =6.7 mm) was used.
The object under test was mounted on a 2D translation stage in the object arm of
theMach-Zehnder interferometer and a microscope objective (20 X, NA�0.40) was
used to increase the lateral resolution of the digital holographic microscopic system.
A similar microscope objective (20 X, NA�0.40) was also used in the reference arm
of the interferometer to match the curvature in the object and reference wavefront.
A minute angle was introduced in the reference beam to make the off axis holo-
graphic system. The microscope objectives in both arms and beam splitter (BS2)
were adjusted in such a way that the interference fringes are straight; this avoids the
need to perform any digital correction due to spherical aberration introduced by the
microscope objectives [35]. ND filters are used in the reference arm and object arm to
adjust the intensity for recording good contrast fringes in the hologram. All the opti-
cal components (mirrors, lenses, beam splitters, ND filters) used in the experiments
are supplied by Melles Griot, Netherland.

The object beam interferes with the reference beam at the hologram plane (CCD
Plane). The hologram with intensity [33]

H (X,Y ) � |R|2 + |O|2 + R∗O + RO∗ (2.1)

is recorded by a CCD sensor (Make—Lumenera Corporation, Model—Infinity3-
1M). In (2.1), R is the reference wavefront and O is the object wavefront, and *
denote the complex conjugate. The pixel size on CCD sensor is 6.45 μm×6.45 μm.
Total numbers of pixels are 1392×1040 and the sensor chip dimension is 2/3′′.
The dynamic range of the CCD sensor is 8-bit. A 64 bit Intel (R) Core (TM) i5
microprocessor and CPU clock rate of 3.2 GHz computer was used to process the
data. The digital hologram is stored in computer for further processing. In order to
reconstruct the digital hologram, a digital reference wave RD is used to reconstruct
the digital transmitted wavefront O(m, n), and is given by [33]

O � RDH � RD|R|2 + RD|O|2 + RDR
∗O + RDRO

∗ (2.2)
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Fig. 2.1 a Schematic of Mach-Zehnder interferometer based Digital Holographic Interferomet-
ric Microscope (DHIM) used for the characterization of micro-lenslet array. b Image of Digital
Holographic Interferometric Microscope used for the testing of refractive micro-lenslet array

The first two terms of right hand side of (2.2), are the dc terms, which correspond
to the zero order diffraction and the third term is the virtual image. The fourth term
is the real image. To avoid the overlap between these three components (the dc term,
virtual image and real image) during reconstruction, the hologram is recorded in off-
axis geometry. For this purpose,the angle of reference beam (θ) with normal to CCD
plane is adjusted such that θ is sufficiently large enough to ensure separation between
real and virtual images in reconstruction plane. However, the angle (θ ) should be
small enough so that spatial frequency of micro interference pattern does not exceed
than the resolving power of CCD sensor [32]. Figure 2.1b shows the photograph of
the digital holographic interferometric microscope used for the characterization of
refractive micro-lenslet array.

Hologram Reconstruction
In digital holography reconstruction of object wavefront is carried out by numerical
methods by simulating the diffraction of reference wave at the microstructure of
recorded digital hologram using scalar diffraction theory. The most commonly used
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Fig. 2.2 Cartesian co-ordinate system used in the Fresnel Reconstruction method

numerical reconstruction methods are Fresnel reconstruction method, convolution
method, and phase shifting method. The diffraction of reconstructing wave at the
digital hologram is described by the Fresnel-Kirchhoff integral [33, 36, 37]. Here
(XO, YO), (X, Y ), and (XI , Y I ) are the Cartesian co-ordinate system of the object,
hologram and image planes respectively. The schematic of Cartesian co-ordinate
system used for the recording and reconstruction of digital hologram is shown in
Fig. 2.2.

By using the Fresnel-Kirchoff integral [33, 36, 37], the complex amplitude of
object wave in image plane can be calculated from

O(XI ,YI ) � i

λ

∞∫

−∞

∞∫

−∞
H (X,Y )RD(X,Y )

exp(−i 2π
λ

ρ)

ρ
×

(
1

2
+
1

2
cos θ

)
dXdY

(2.3)

with

ρ �
√
(XI − X )2 + (YI − Y )2 + d2 (2.4)

where H(X, Y ) is the intensity distribution in hologram plane, λ is the wavelength
of light used in the experiment, ρ is the distance between a point in the hologram
plane and a point in the image plane and RD is the reference wave. The angle ‘θ ’
is the angle between the direction of propagation of light (i.e. Z axis) and the line
joining the two points, one in hologram plane and other in image plane. The angle
‘θ ’ is defined in Fig. 2.2. In practical situation in digital holography, θ is very small,
so inclination factor can be set

(
1
2 +

1
2 cos θ

) � 1. The diffraction is calculated at a
distance ‘d’ behind the hologram plane, where ‘d’ is distance between the hologram
plane and image plane meaning that it reconstructs the complex amplitude of the
hologram function H(X, Y ) in the plane of the real image. Equation (2.3) is the
basis for numerical hologram reconstruction. The Fresnel reconstruction method is
based on the initial assumption that the distance ‘d’ between the hologram plane
and reconstruction (image) plane is much larger than the maximum dimension of the
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sensor chip (because X, Y values as well as XI , Y I values, are small compared to the
distance ‘d’ between the hologram plane and image plane). In the present case, for
the validity of Fresnel approximation the following condition should be satisfied

d3 � 1

8λ
[(XI − X )2 + (YI − Y )2]2max (2.5)

where [(XI − X )2 + (YI − Y )2]2max denotes the maximum dimension of the sensor
chip. With this restriction on ‘d’, the diffracted wave field remains in the near field
or Fresnel diffraction region. Complex amplitude of object wavefront in image plane
can be calculated from Fresnel-Kirchoff integral with Fresnel approximation and is
written as [33, 36]

O(XI , YI ) � i

λd
exp

(
−i

2π

λ
d

)
exp

(
−i

π

λd

(
X2
I + Y 2

I

))

×
∞∫

−∞

∞∫

−∞
H (X, Y )RD(X, Y ) exp

[
−i

π

λd

(
X2 + Y 2

)]
exp

[
i
2π

λd
(XXI + YYI )

]
dXdY

(2.6)

O(XI ,YI ) can be digitized if the recorded intensity in hologram plane H (X,Y ) is
sampled on a rectangular raster of M × N matrix points, with steps �X and �Y
along the co-ordinates. XI and YI are replaced by m�XI and n�YI . With these
discrete values, (2.6) can be expressed as [33, 36, 38]

O(mXI , nYI ) � i

λ d
exp

(
−i

2π

λ
d

)
exp

[
−i

π

λd

(
m2�X2

I + n2�Y 2
I

)]

×
M−1∑
p�0

N−1∑
q�0

RD(p, q)H (p, q) exp
[
−i

π

λd

(
p2�X2 + q2�Y 2

)]

× exp

[
i
2π

λd
(p�Xm�XI + q�Yn�YI )

]
(2.7)

where O(mXI , nYI ) is aM×N points matrix describing the object wavefront in the
reconstruction plane, m and n are the integers (m �0, 1, 2, 3, …,M − 1; and n �0,
1, 2, 3, …, N − 1. In practiceM×N corresponds to the number of pixels in the CCD
sensor andΔX andΔY are its pixel size. RD(p, q) is the digitized reference wave;H
(p, q) is the recorded digital hologram;λ is thewavelength, and d is the reconstruction
distance respectively. �XI and �YI are the pixel sizes in the reconstructed image.
The relationship between pixel sizes of hologram plane and image plane are given
below

�XI � λ d

M�X
;�YI � λ d

N�Y
; (2.8)

which are in compliance with the sampling theorem, which requires that the angle
between the object beam and the reference beam at any point of the CCD sensor
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be limited in such a way that the micro-interference fringe spacing should be larger
than double the size of pixels [36, 38]. By using the above relationship, (2.7) can be
written as

O(m�XI , n�YI ) � i

λ d
exp

(
−i

2π

λ
d

)
exp[−i πλ d(

m2

M2�X2

+
n2

N 2�Y 2
)]

M−1∑
p�0

N−1∑
q�0

RD(p, q)H (p, q)

× exp[−i
π

λd
(p2�X2 + q2�Y 2)] × exp[i2π (

pm

M
+
qn

N
)]

(2.9)

Equation (2.9) is the discrete Fresnel transform. The matrix O(m�XI , n�YI )
is calculated by multiplying RD(p, q) with H (p, q) and a quadratic phase factor
exp[i π

λ d (p
2�X2 + q2�Y 2)] and applying an inverse discrete Fourier transform to

the product. The calculation is done most effectively using the fast Fourier transform
(FFT) [36, 38, 39].

O(m�XI , n�YI ) � i

λ d
exp[−i πλ d(

m2

M2�X2 +
n2

N 2�Y 2 )] × FFT {RD(p, q)H (p, q)

× exp[−i
π

λ d
(p2�X2 + q2�Y 2)]} (2.10)

If one assumes that reference wave is a plane wave of wavelength λ, RD can be
expressed as:

RD � exp

[
i
2π

λ

(
kx p�x + kyq�y

)]
(2.11)

where kx and ky are the components of wave vector.
To remove the dc term and −1 order term, the recorded raw digital hologram

H (p, q) is filtered in Fourier domain [40, 41]. For this purpose, first we perform the
Fourier transform on H (p, q). The Fourier spectrum of H (p, q) gives the zero order
term (dc term), +1 order and −1 order. Now to remove the dc term and −1 order
term, a band pass filter is applied on the +1 order term. The inverse Fourier trans-
form of the selected spectrum (+1 order) provides the complex amplitude containing
information about the object wavefront O(m�XI , n�YI , Z � 0). The complex
amplitude O(m�XI , n�YI , d) at a distance d parallel to CCD plane is computed
from the filtered spectrum by using Fresnel reconstruction method given by (2.10).
Numerical reconstruction of recorded digital hologram H (p, q) yields the complex
amplitude of object wavefront. Once the complex amplitude of object wavefront is
calculated, the intensity and phase of the object can be calculated. The intensity of
object wavefront is calculated as [33]

I (m�XI , n�YI ) � |O(m�XI , n�YI )|2 (2.12)

The phase is calculated as
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φ(m�XI , n�YI ) � arctan
Im[O(m�XI , n�YI )]

Re[O(m�XI , n�YI )]
(2.13)

where Re and Im denote real and imaginary part of a complex function.
First, a digital hologram H1(p, q) is recorded in the absence of micro-lenslet

array. Second digital hologram H2(p, q) is recorded in the presence of micro-lenslet
array. The complex amplitude of object wavefronts O1(m�XI , n�YI ) in the absence
of micro-lenslet array and O2(m�XI , n�YI ) in the presence of micro-lenslet array
are reconstructed from the recorded digital holograms H1(p, q) and H2(p, q) respec-
tively, using (2.10). The phase of object wavefronts in absence and presence ofmicro-
lenslet array are evaluated individually from complex amplitude of object wave front
O1(m�XI , n�YI ) and O2(m�XI , n�YI ) respectively. The phase of object wave-
fronts φ1(m�XI , n�YI ) in absence of micro-lenslet array and φ2(m�XI , n�YI ) in
presence of micro-lenslet array can be written as

φ1(m�XI , n�YI ) � arctan
Im[O1(m�XI , n�YI )]

Re[O1(m�XI , n�YI )]
(2.13a)

φ2(m�XI , n�YI ) � arctan
Im[O2(m�XI , n�YI )]

Re[O2(m�XI , n�YI )]
(2.13b)

The phase takes values between –π and π, the principal value of arctan function.
The interference phase, which is phase difference between the phase in presence of
micro-lenslet array and absence of micro-lenslet array, is calculated by modulo 2π
subtraction [33, 36, 38]

�φ(m, n) �
{

φ2(m, n) − φ1(m, n) i f φ2(m, n) ≥ φ1(m, n)

φ2(m, n) − φ1(m, n) + 2π i f φ2(m, n) < φ1(m, n)
(2.14)

The modulo 2π phase difference map of micro-lenslet array to ambient air is
unwrapped using Goldstein phase unwrapping method to remove the 2π phase dis-
continuity [42].

2.3 Experimental Results

2.3.1 Reconstruction of USAF Resolution Test Chart

Initially the experiment was carried out on USAF resolution test chart. Figure 2.3a
shows the recorded hologram of the USAFResolution test target. A Fourier spectrum
of the hologram gives the virtual image, real image and dc term (zero order diffrac-
tion). Figure 2.3b shows the Fourier spectrum of the recorded digital hologram of
USAF resolution test chart. A band pass filter centered at frequency co-ordinate of
+1 order with spatial frequency bandwidth of filter 2Ru is applied to remove the dc
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Fig. 2.3 a Hologram of USAF resolution chart. b Fourier spectrum of hologram. c Reconstructed
intensity image of USAF resolution chart

term (zero order) and real image (−1 order). The bandwidth of the filter is chosen so
that it does not degrade the resolution in reconstructed image. The theoretical band-
width of filter depends on the optical magnification and numerical aperture of the
microscope objective. The lateral resolution limit of microscope objective is given
by Abbe criterion (0.61λ/NA�0.965 μm for NA�0.40 and λ�632.8 nm). With
optical magnification (20 x), n object of size 0.965 μm (i.e. lateral resolution limit
of microscope objective) in the object plane will be imaged by 19.3 μm (ρx �20×
0.965 μm�19.3 μm) in the CCD plane. Thus, the total spatial frequency bandwidth
(2Ru) of band pass filter is chosen at 2Ru �1/ρx �51.81 line pair/mm. Red circular
line in Fig. 2.3b shows the +1 order in Fourier spectrum that is to be filtered. Inverse
Fourier transform of filtered spectrum gives complex amplitude of object wavefront
at CCD plane. Complex amplitude of object wavefront in reconstruction plane is
calculated by solving (2.10). The intensity image of the USAF resolution test chart
is evaluated using (2.12) and is shown in Fig. 2.3c.

From the intensity image of resolution test target, it is clear that the small details
of 6th element of 7th group is resolved and it corresponds to 228.1 lines pair/mm
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(i.e. width of one line is 2.19 μm in USAF resolution test target). Thus, the lateral
resolution of the DHIM set up is better than 2.19 μm.

2.3.2 Results of Testing of Micro-lenslet Array

First, a digital hologram of ambient air (in absence of micro-lenslet array) is recorded
as a reference hologram. Now, micro-lenslet array is mounted on 2D translational
stage and inserted in the object arm of the Mach–Zehnder interferometer. In the
presence of micro-lenses array a second digital hologram is recorded. Phases in the
two individual states of object (ambient air and presence of micro-lenslet array) are
numerically reconstructed from (2.13a) and (2.13b) respectively. Figure 2.4 shows the
flow chart of the calculation of height map of micro-lenslet array from the recorded
digital holograms in presence and absence of micro-lenslet array. Figure 2.5a shows
the modulo 2π phase difference map of micro-lenslet array and ambient air. The
modulo 2π phase differencemap ofmicro-lenslet array and ambient air is unwrapped
using Goldstein phase unwrapping method to remove the 2π phase discontinuity.
Figure 2.5b shows the 2D unwrapped phase difference map of micro-lenslet array
and ambient air. Figure 2.5c shows the 3D unwrapped phase difference map of
micro-lenslet array and ambient air.

Now the optical path length difference [Δn×h(x, y)] can be connected to exper-
imentally calculated unwrapped phase difference through the equation

�φ(x, y) � 2π

λ
�n × h(x, y) (2.15)

where �n is the refractive index change (ns − n0), ns is refractive index of micro-
lenslet material and n0 is the ambient air refractive index, and h(x, y) is the distance
travelled by laser light (λ =632.8 nm) through the micro-lenslet array.

As the micro-lenslet array is made up of fused silica its refractive index can be
considered homogeneous and equal to that of fused silica which is ns = 1.457 at
wavelength 632.8 nm. The refractive index of air can be taken as n0 �1. The height
distribution of the micro-lenses in micro-lenslet array can be evaluated from (2.15).
Figure 2.6a shows the 3D height map of the micro-lenses. Figure 2.6b shows the
height profile of micro-lenses along the line AB as marked in Fig. 2.5b.

The experimentally evaluated value of diameter of a lens in themicro-lenslet array
is D =146 μm and maximal height (sag) is h =0.81 μm. From the experimentally
evaluated values of diameter (D) and sag height (h), the radius of curvature (ROC)
and focal length (f ) of the same lens in micro-lenslet array are computed according
to equations [35, 43]

ROC � h

2
+
D2

8h
(2.16)
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Fig. 2.4 Flow chart of calculation of height map of micro-lenslet array
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Fig. 2.5 a Modulo 2π phase difference, b 2D unwrapped phase difference map of micro-lenslet
array and ambient air, and c 3D unwrapped phase differencemap of micro-lenslet array and ambient
air

1

f
� n − 1

ROC
(2.17)

The experimentally computed values of parameters of a micro-lens in micro-
lenslet array using DHIM are D �145.9 μm, h =0.81 μm, ROC =3.289 mm and
f =7.19 mm. These values agree very well with the ones supplied by manufacturer
(D �146 μm, h = 0.87 μm, ROC = 3.063 mm and f = 6.7 mm). Table 2.1 shows
the comparison of optical parameters of fused silica micro-lens in the micro-lenslet
array using DHIM and data provided by supplier (THORLABS).

Surface heightmapmeasurementwas also carried outwith commercially available
Coherence Correlation Interferometer (CCI) fromTaylor Hobson Ltd. UKwith 0.1Å
axial resolution. Figure 2.7a shows the two dimensional height map of micro-lenses
in the micro-lenslet array measured by CCI and Fig. 2.7b shows the height profile of
micro-lenses along the line AB as marked by dotted line in Fig. 2.7a.

Height profile ofmicro-lensesmeasuredbyDHIMis comparedwith commercially
available Coherence Correlation Interferometer (Manufacturer: Taylor Hobson Ltd.
UK, Axial resolution 0.1 Å). Figure 2.8 shows the comparison of height profiles
of micro-lenses array obtained by DHIM and Coherence Correlation Interferometer
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Fig. 2.6 a 3D height map of
micro-lenslet array. b Height
profile of micro-lenses along
the line AB as marked in
Fig. 2.5b

Table 2.1 Comparison between the optical parameters obtained by DHIM and data provided by
supplier of a micro-lens in first micro-lenslet array

Micro-lens parameters DHIM calculated
value

Data provided by
supplier (THORLAB)

Deviation (%)

Diameter (D)/pitch 145.9 μm 146 μm 0.68

Sag height (h) 0.81 μm 0.87 μm 6.89

Radius of Curvature
(ROC)

3.289 mm 3.063 mm 7.37

Focal length (f ) 7.19 mm 6.7 mm 7.37

(CCI). Root mean square error (RSME) between the measurement done by DHIM
and CCI is 0.12%.

The experiments were also conducted on the refractive, square and plano-
convex micro-lenslet array supplied by THORLABS with micro-lens sag height (h
=1.31 μm), pitch (300 μm), radius of curvature (ROC =8.6 mm), and focal length
(f=18.6 mm). In the experiment, 10 x microscope objectives were used in the object
and reference arm of the Mach-Zehnder based DHIM system to increase the field of
view. Figure 2.9a shows the modulo 2π phase difference map of micro-lenslet array
and ambient air. This modulo 2π phase difference map of micro-lenslet array to that
of ambient air was unwrapped using Goldstein phase unwrapping method to remove
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Fig. 2.7 a 2D height map of micro-lenses in micro-lenslet array using coherence correlation inter-
ferometer (CCI). bHeight profile ofmicro-lensesmeasured by coherence correlation interferometer

Fig. 2.8 Comparison of
height profiles of
micro-lenses obtained by
digital holographic
interferometric microscope
(DHIM) and Coherence
Correlation Interferometer
(CCI)

the 2π phase discontinuity. Figure 2.9b shows the 2D unwrapped phase difference
map of micro-lenslet array and ambient air and Fig. 2.9c shows the 3D unwrapped
phase difference map of micro-lenslet array to that of ambient air.

Figure 2.10a shows the 3D height map of the micro-lenses and Fig. 2.10b shows
the height profile of micro-lenses along the line AB as marked in Fig. 2.9b.

The experimentally micro-lens computed parameters values in the micro-lenslet
array, using DHIM, are Pitch�302 μm, h =1.236 μm, ROC = 8.79 mm and
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Fig. 2.9 a Modulo 2π phase
difference, b 2D unwrapped
phase difference map of
micro-lenslet array and
ambient air, and c 3D
unwrapped phase difference
map of micro-lenslet array
and ambient air

f =19.24 mm. These values agree very well with the ones supplied by manufacturer
(pitch�300 μm, h =1.31 μm, ROC =8.6 mm and f =18.6 mm). Table 2.2 shows
the comparison of optical parameters of fused silica micro-lens in the micro-lenslet
array using DHIM and data provided by supplier (THORLABS).

2.4 Discussion and Conclusions

In this chapter, the potential of Mach-Zehnder based off- axis digital holographic
interferometric microscope (DHIM) as a metrological tool for the characterization of
the micro-lenslet array was demonstrated. In USAF resolution test chart the width of
smallest bar is 2.19μm(i.e. 6th element of 7th group).A lateral resolution, better than
2.19 μm, can be attained using DHIM. The theoretical resolution limit is 0.965 μm.
It is also demonstrated that the bandwidth of the filter is chosen so that it does not
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Fig. 2.10 a 3D height map
of micro-lenses in the
micro-lenslet array. b Height
profile of micro-lenses along
the line AB as marked in
Fig. 2.9b

Table 2.2 Comparison between the optical parameters obtained by DHIM and data provided by
supplier of a micro-lens in second micro-lenslet array

Micro-lens parameters DHIM calculated
value

Data provided by
supplier
(THORLAB)

Deviation (%)

Pitch 302 μm 300 μm 0.66

Sag height (h) 1.236 μm 1.31 μm 5.64

Radius of Curvature
(ROC)

8.79 mm 8.6 mm 2.20

Focal length (f ) 19.24 mm 18.6 mm 3.44

degrade the reconstructed image resolution. A smaller size of spatial frequency band-
width (2Ru) of band pass filter means that most of the high frequencies are filtered
out, so that the loss of details in the reconstructed images is large. However a large
size of spatial frequency bandwidth (2Ru) of band pass filter will add the effect of
the zero-order spectrum and gives rise to erroneous measurement. The theoretical
filter bandwidth depends on the optical magnification and numerical aperture of the
microscope objective. The total spatial frequency bandwidth (2Ru) of band pass filter
is chosen as 51.81 line pair/mm. In the experiments two refractive, plano–convex
micro-lenslet arrays of different specifications were used as test objects. The micro-
lenslet arrays were supplied by THORLABS (USA). For the first micro-lenslet array,
themeasured parameters values of a lens in themicro-lenslet array attained byDHIM
were—diameter D �145.9 μm, sag height h=0.81 μm, radius of curvature ROC �
3.289 mm, and focal length f �7.19 mm. These values agree pretty well with the
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ones provided by the supplier (D �146 μm, h=0.87 μm, ROC=3.063 mm and
f=6.7 mm). The corresponding deviations are 0.07% for diameter, 6.89% for sag
height, 7.37% for radius of curvature and 7.37% for focal length. The height profile
of micro-lenses measured by DHIM has been compared with commercially available
Coherence Correlation Interferometer (Manufacturer: Taylor Hobson Ltd. UK,Axial
resolution 0.1 Å). Root mean square error (RSME) between the measurement done
by DHIM and CCI is 0.12%. For the second microlenslet array, the measured value
of parameters of a lens in micro-lenslet array from DHIM were—Pitch�302 μm,
sag height h =1.236 μm, radius of curvature ROC �8.79 mm, and focal length f
�19.24 mm. These values agree well with those provided by the supplier (Pitch�
300 μm, h =1.31 μm, ROC =8.6 mm and f =18.6 mm). The corresponding devi-
ations are 0.66% for pitch, 5.64% for sag height, 2.20% for radius of curvature and
3.44% for focal length.
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Chapter 3
Estimation of the OSNR Penalty Due
to In-Band Crosstalk on the Performance
of Virtual Carrier-Assisted Metropolitan
OFDM Systems

Bruno R. Pinheiro, João L. Rebola and Adolfo V. T. Cartaxo

Abstract The impact of the in-band crosstalk on the performance of virtual car-
rier (VC)-assisted direct detection (DD) multi-band orthogonal frequency division
multiplexing (MB-OFDM) systems was numerically assessed via Monte-Carlo sim-
ulations, by means of a single interferer and 4-ary, 16-ary and 64-ary quadrature
amplitude modulation (QAM) formats in the OFDM subcarriers. It was also investi-
gated the influences of the virtual carrier-to-band power ratio (VBPR) and the virtual
carrier-to-band gap (VBG) on the DD in-band crosstalk tolerance of the OFDM
receiver. It was shown the modulation format order decrease enhances the tolerance
to in-band crosstalk. When the VBG is the same for both interferer and selected sig-
nal, the interferer VBPR increase is seen to lead to lower optical signal-to-noise ratio
(OSNR) penalties due to in-band crosstalk. Considering that the VCs frequencies
of the selected and interferer OFDM signals are equal, the increase of the interferer
VBG also gives rise to lower OSNR penalties. When the interferer and selected sig-
nals bands central frequencies are the same, the change of interferer VBG can attain
11 dB less tolerance to in-band crosstalk of the VC-assisted DD OFDM system. We
also evaluate the error vector magnitude (EVM) accuracy of the in-band crosstalk
tolerance of the DD OFDM receiver and our results show that the EVM estimations
are inaccurate.
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3.1 Introduction

Metropolitan networks aggregate different types of traffic and provide links between
access and back-bone networks. In addition, these networks need to present a fast
traffic exchange as a result of the protocols employed to aggregate different traffic
types. Hence, metropolitan networks must present high flexibility, dynamic reconfig-
urability and transparency, and should enable scalability [4]. Additionally, the lower
power consumption and less space occupied by network elements have been impor-
tant requirements formetro networks planning from operators viewpoint [4]. In order
to respond to those requirements, hybrid optical networks, that integrate metro and
access networks in the same optical network, have been selected as an attractive alter-
native [9]. In comparison with conventional metro and access networks, the hybrid
networks should comprise less network elements, therefore, the power consumption
will be potentially lower [10].

Orthogonal frequency division multiplexing (OFDM) is generally known for hav-
ing a high spectral efficiency, allowing to increase the capacity and robustness of opti-
cal networks against fibre dispersion. In terms of detection schemes, there are two
methods [26] (i) coherent detection, in which a local oscillator, hybrid couplers and
several photodetectors at the optical receiver are used, and (ii) direct-detection where
only one photodetector is required at the receiver. The coherent detection presents
higher transmission performance in comparison with DD. However, it has a higher
system cost and complexity. Hence, DD systems are favored for metro applications.

The OFDM technique also enables flexible bandwidth allocation, which is an
important aspect for hybrid optical networks. This OFDM feature can be used to
allocate bandwidth for several users with both higher energy and efficiency on the
resources management. These features can be accomplished through the multi-band
(MB) OFDM technique, in which several OFDM bands are simultaneously trans-
mitted by a single wavelength [6].

TheMORFEUS network, which is a virtual carrier (VC)-assisted DDMB-OFDM
network [3], has been designated as a system that efficiently meets the requirements
for hybrid networks aforementioned [4].

The signal-to-signal beat interference (SSBI) is an important impairment caused
by photodetection [26]. The impact of the SSBI on the performance degradation
is eliminated by setting a frequency gap, larger than the OFDM signal bandwidth,
between theOFDMband and theVC, or by using digital signal processing algorithms
that mitigate the SSBI term at the OFDM detected signal. In this work, the SSBI
mitigation techniquepresented in [17] is implemented.Theuse of theSSBImitigation
technique allows to reduce the band gap between the VC and the OFDM band, and
consequently, improves the system spectral efficiency [19].

The performance ofmetro networks can be strongly impaired by in-band crosstalk,
which is the interference between signals with the same nominal wavelength. The
interfering signals are due to power leakage coming from the deficient isolation
of the switching devices inside the optical nodes, as for example in a reconfig-
urable add-drop multiplexer (ROADM) [28]. The ROADM is a network element
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that plays an essential role in nowadays transport networks, as they are responsible
for the switching of optical signals. The optical switching, inside the ROADM, is
performed bywavelength selective switches. Those devices have imperfect isolation,
consequently, during the add and drop operation, in-band crosstalk signals are orig-
inated from power leakage. Then, the crosstalk signals are transmitted through the
optical network, causing a strong degradation on system performance [8]. The toler-
ance to in-band crosstalk has been investigated in DD OFDM systems [22], where
the selected OFDM signal bandwidth is equal to the band gap between the VC and
the OFDM band. Nonetheless, the tolerance to in-band crosstalk of a VC-assisted
DD OFDM receiver with SSBI mitigation algorithm is still to be assessed.

In this chapter, the impact of the in-band crosstalk on the performance of the
VC-assisted DD MB-OFDM receiver with SSBI mitigation algorithm for different
M-QAM format orders is evaluated through Monte-Carlo (MC) simulation by using
direct error counting (DEC) as a bit error rate (BER) estimation method. The error
vector magnitude (EVM) is also used as performance estimation method. The effect
of the main parameters of the OFDM signal with VC, such as the virtual carrier-to-
band power ratio (VBPR) and virtual carrier-to-band gap (VBG), on the performance
of the DD OFDM receiver impaired by in-band crosstalk is also assessed using the
EVM and DEC methods. The EVM accuracy is studied by comparison with the
results obtained from DEC.

This chapter is organized as follows. In Sect. 3.2, some important works referring
to in-band crosstalk research are reviewed and the most relevant conclusions of those
studies presented. Section3.3 describes the MORFEUS network and its simulation
model. TheMORFEUS network is presented in Sect. 3.3.1 and, in Sect. 3.3.2, theMC
simulation is described. Numerical results are presented and discussed in Sect. 3.4.
Conclusions are outlined in Sect. 3.5.

3.2 Literature Review

The study of the impact of in-band crosstalk on the performance of optical systems
has been an important subject of optical communication research in the past years. In
the first works related to this subject, for example [5, 15, 16], the imperfect isolation
of the devices that comprise the optical nodes is identified as the origin of the crosstalk
signals, and also that the in-band crosstalk is the most detrimental type of crosstalk,
as it interferes the signals with same wavelength. Another main conclusion is that
the main contributor of the performance degradation is the interferometric beat noise
[5, 15, 16]. The interferometric beat noise is the beat noise between the primary and
interfering signals that occurs at the photodetector of the receiver and becomes an
relevant source of performance degradation in DD receivers [7].

Nowadays, the coherent detection is the chosen detection scheme in the trans-
port networks, thereby, the quadrature phase-shift keying (QPSK) has became the
modulation most used in these networks. In fact, the coherent detection allows the
transmission ofM-ary quadrature amplitudemodulation (QAM), hence, the coherent
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detection allows the coexistence of a large variety of different modulation formats
and bit rates in the optical networks [29]. This fact makes the study of the in-band
crosstalk an even more relevant topic in the optical communication research, as the
coherent detection enables crosstalk signals with different characteristics, such as,
different modulation format order, symbol rate or bit rate, hence, leading to different
impacts on the receiver performance. The impact of the in-band crosstalk on the per-
formance of a polarization divisionmultiplexing (PDM)-QPSK has been analytically
analyzed, assuming that the in-band crosstalk has a Gaussian distribution [13]. The
main conclusion was that the Gaussian model is valid for a large number of inter-
ferers. For the case of a single interfering signal, the Gaussian model overestimates
the BER estimation in presence of in-band crosstalk. The weighted crosstalk has
been proposed and experimentally validated as estimation method of performance
penalties due to in-band crosstalk [12, 18].

Regarding the OFDM-based networks using QPSK and M-QAMmodulation for-
mat, some works can be found in the literature. In [11], the performance degradation
of a 112-Gb/s PDM-coherent optical-OFDM system due to the interaction between
in-band crosstalk and fiber nonlinearity is estimated. The results found in [11] reveal
that the fiber nonlinearity enhances the influence of the in-band crosstalk on the
BER penalty of the PDM-OFDM coherent receiver. In [22, 23], it is concluded that
higher modulation format orders used in the OFDM subcarriers leads to lower in-
band crosstalk tolerance of the OFDMDD receiver. These conclusions are similar to
the ones presented in [20, 28], in which the impact of in-band crosstalk on the per-
formance of optical communication systems with coherent detection due to different
M-QAM crosstalk signals is assessed.

Regarding the assessment tools to estimate the impact of the DD receiver in pres-
ence of in-band crosstalk, the most common and accurate method is the DEC [2, 14].
However, the estimation of very low error probabilities (≤10−5) can be extremely
time consuming [2]. So, several alternative performance assessment methods have
been proposed and used in order to achieve theDECaccuracywith less computational
effort. The moment generating function (MGF) has been proposed as a theoretical
method to assess the influence of the in-band crosstalk on the performance degra-
dation of the OFDM DD receiver [23]. It was concluded that, in absence of signal
distortion due to the non-linearity of optical modulator, the MGF can predict accu-
rately the BER of the OFDM DD receiver impaired by in-band crosstalk.

The EVM has been gaining popularity as performance assessment tool of M-
QAM signals receivers, in fact, the EVM is the performance assessment tool used in
[4]. The EVM is a semi-analytical method that makes use of the difference between
the M-QAM symbol location in the received constellation (due to the noise detected
at the receiver) and its transmitted constellation location in order to estimate the BER
[25]. In absence of in-band crosstalk, the BER estimation performed by the EVM
method has been reported to have a excellent agreement with the BER estimated
using DEC with significantly less computation effort [2, 24]. The accuracy of the
BER estimation using EVM method in presence of in-band crosstalk of coherent
detection system has been assessed in [21]. The main conclusion of was that, for
higher crosstalk levels, the EVM method looses accuracy on the estimation of the
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performance degradation of the M-QAM coherent receiver. However, to the best of
our knowledge, the EVM accuracy on the BER estimation of DD OFDM receiver in
presence of in-band crosstalk is still to be evaluated.

The MORFEUS network has been proposed and its operation and optimization
detailed elsewhere [4]. The MORFEUS transmits a single-side band (SSB) OFDM
signal, i.e. only one side of optical signal is transmitted. The transmission of SSB
optical signal is known to overtake the chromatic dispersion induced power fading
(CDIPF). The CDIPF arises from the conjunction of the beat between the two side-
bands of optical signal that occurs at the DD receiver and the accumulated dispersion
of the optical fiber [1].

The MORFEUS network allows to aggregate several OFDM signals in a single
wavelength, composing theMB-OFDM signal. TheMB-OFDM signal comprises, in
each band, a VC and theOFDMband. The power of theVC is set based on theVBPR,
which relates the average power of the VCwith the average power of the correspond-
ing OFDM band. Increasing the VBPR is a mean to overcome the SSBI, however,
this solution leads to higher power consumption, thereby, higher VBPR is undesir-
able option to accomplish the requirements of hybrid networks. In order to overcome
this disadvantage, the MORFEUS network uses a SSBI mitigation algorithm at the
OFDM demodulation. Hence, the SSBI term is eliminated and, consequently, allows
to reduce the VBPR. Moreover, since the SSBI term is eliminated on the OFDM
detected signal, the frequency of VC can be set closely to the corresponding OFDM
band, which means that the spectral efficiency is higher than in conventional OFDM
networks. In these networks, in order to avoid degradation of the DDOFDM receiver
performance due to SSBI, the VBG is equal or larger than the OFDM signal band-
width [23]. The drawback of using SSBI mitigation algorithms is the increase of the
receiver complexity. The implementation of SSBImitigation algorithms is performed
by digital signal processing (DSP) at the receiver that reconstructs and removes the
SSBI from the photodetected signal [4].

The MORFEUS network detects each OFDM band separately using a dual band
optical filter. The filter drops the desired bandwith its VC, enabling the demodulation
of the information of the OFDM band at the DD OFDM receiver. This solution
increases remarkably the spectral efficiency and reduces the required bandwidth of
the DD OFDM receiver [4] in comparison with the conventional OFDM optical
systems.

This work intents to make a contribution on the study of the impact of the in-
band crosstalk on performance of VC-assisted DD OFDM receivers, in particular,
analyzing the influence of the VBPR and VBG on the tolerance to in-band crosstalk
for different modulation format orders. We also intend to investigate the accuracy of
the EVM method as a figure of merit of VC-assisted DD OFDM receiver impaired
with in-band crosstalk.
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3.3 MORFEUS Network

The MORFEUS network and its model will be described in this section, the MB-
OFDM signal main parameters detailed and finally the MC simulation layout
sketched.

3.3.1 Network Model

The block diagram of the MORFEUS metro network [4] is depicted in Fig. 3.1. The
MORFEUS network has a ring topology. Each network node includes a reconfig-
urable optical add-and-drop multiplexer (ROADM), a MORFEUS insertion block
(MIB) and a MORFEUS extraction block (MEB). The MIB generates the electrical
OFDM bands and VCs at the OFDM transmitter (Tx). The electrical OFDM signal
is then converted to the optical domain by means of an electrical-to-optical converter
(EOC), inserted in the optical network [4]. The band extraction in the MIEB is per-
formed by a tunable optical filter (BS), which tunes to the desired OFDM signal. The
tuned OFDM signal is then issued to the SSBI estimation block (SEB) and also to the
PIN photodiode, to be detected. Afterwards, the estimated SSBI, obtained from the
SEB, is extracted from the photodetected OFDM signal, and the signal demodulation
without SSBI is carried out at the OFDM Rx.

A single OFDM band was taken into account in evaluating the impact of in-band
crosstalk on the DD OFDM receiver. Under these conditions, the OFDM signal can
be assumed has having only one pair OFDMband-VC, thus having the PSD spectrum
as in Fig. 3.2.

The PSD spectrum shown in Fig. 3.2 is representing the OFDM signal at the
transmitter output having a 11 mW average power. The OFDM band is characterized

Fig. 3.1 MORFEUS metro network and respective nodes block diagram, consisting of reconfig-
urable optical add-and-drop multiplexer (ROADM), MORFEUS insertion block (MIB) and MOR-
FEUS extraction block (MEB). EOC, BS and SEB stand for electrical-optical converter, band
selector and SSBI estimation block, respectively
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Fig. 3.2 PSD of the
electrical MB-OFDM signal
at the OFDM Tx output, with
an average power of 11 mW,
considering one pair
band-VC

by a 2.675 GHz bandwidth, Bw, and a 5GHz central frequency. The bandwidth Bw

is stated here as Nsc/Ts , where Nsc is the number of subcarriers and Ts is the OFDM
symbol duration without guard time. The frequency gap between the OFDM band
and the VC is the VBG, which in Fig. 3.2 is 0.5Bw. To maximize the SE system, the
VBG is set to 20.9MHz and the ratio between VC average power and the OFDM
power of the corresponding band is VBPR.

3.3.2 Monte Carlo Simulation

This section deals with the MC simulation details and the methods used to obtain
the BER.

The MORFEUS network simulation model used to assess the performance tol-
erance to in-band crosstalk is shown in Fig. 3.3. Basically, it includes a Tx having
VC generation, a dual parallel Mach-Zehnder modulator (DP-MZM), a tunable band
selector (BS), an ideal photodetector, a SEB and an OFDM receiver. One aims to
estimate the BER at the OFDM receiver output. At the optical receiver input, just
before the BS, amplified spontaneous emission (ASE) noise and in-band crosstalk
are placed together with the OFDM signal.

The MC simulation begins with a M-QAM symbol sequence [14] representative
of the electrical OFDMsignal, comprising theOFDMbandwith aVC. The electrical-
optical conversion is then carried out by the DP-MZM, which generates a single-side
band OFDM optical signal by applying the electrical OFDM signal and its Hilbert
transform (HT) in both arms of themodulator. Here, the OFDMsignal HT is assumed
ideal. TheDP-MZMmodulation index considered is 5%,which is the optimizedvalue
[4]. Then, ASE noise and in-band crosstalk sample functions are added to the optical
OFDM signal, by considering a back-to-back configuration.
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Fig. 3.4 The SEB model.
VCS stands for VC selector

VCS

+

-

The SEB model, sketched in Fig. 3.4, is based on the SSBI mitigation technique
described in [17]. At the lower SEB branch, Fig. 3.4 the VC of the selected OFDM
signal is tuned by means of an ideal optical filter—a virtual carrier selector (VCS).
The VC is then withdrawn from the upper branch OFDM signal and subsequently,
the SSBI is predicted after the photodetection of the OFDM signal without the VC.
Finally, to conclude the SSBI mitigation algorithm, the SSBI is withdrawn from
the photodetected OFDM signal before reaching the OFDM receiver, as shown in
Fig. 3.3. It is assumed here that both SEB branches are synchronized.

At the input of the BS, the OFDM signal, sr (t), impaired by the interferer and
ASE noise can be written as

sr (t) = s0(t) +
Nx∑

i=1

sx,i (t − τi )e
jφi + N0(t) (3.1)

where s0(t) is the selected OFDM signal, sx,i (t) is the i-th interfering signal of Nx

interferers and N0(t) is the ASE noise complex envelope. It is assumed here that, the
ASE noise is following a zero mean Gaussian distribution with a variance of N0Bsim ,
where N0 is the ASE noise power spectrum density and Bsim is the bandwidth used in
theMC simulation, τi andφi are, respectively, the time delay and the phase difference
between the selected and the i-th interfering signals. The τi parameter is considered as
an uniformly distributed random variable between zero and Ts , and φi has a uniform
distribution within the interval [0, 2π ] [27]. The crosstalk level is taken as the ratio
between the average powers of the i-th interferer and the selected OFDM signal [28].
A sample function of ASE noise and in-band crosstalk are generated in each MC
simulation and added to the optical OFDM signal.

When estimating the EVM, the MC simulation stops after 75 iterations [2], and
then, the root mean square (rms) of the EVM, EV Mrms , of each k-th OFDM sub-
carrier is evaluated using [2]

EV Mrms[k] =
√√√√

∑Ns
n=1 |snr [k] − snt [k]|2∑Ns

n=1 |snt [k]|2
k ∈ {1, 2, ..., Nsc} (3.2)

where snr [k] and snt [k] are, respectively, the received and transmitted symbol at the
k-th subcarrier of each n-th OFDM symbol of the total number of generated OFDM
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symbols, Ns . Then, the BER of each subcarrier, BER[k] is calculated from [25]

BER[k] = 4
(1 − 1/

√
M)

log2(M)
Q

(√
3

(M − 1) · EV Mrms[k]2
)

(3.3)

and the OFDM signal overall BER is given as follows

BER = 1

Nsc

Nsc∑

k=1

BER[k] (3.4)

It should be remarked that (3.3) assumes a Gaussian distribution for the amplitude
distortion at each OFDM subcarrier [2].

TheBER is estimated fromDECafter a total of 5000 counted errors, Ne, is reached
in the OFDM received signal, and is obtained using Ne/(NsNit NscNb), where Nit

is the number of iterations of the MC simulation and Nb is the number of bits per
symbol in each OFDM subcarrier [2].

3.4 Results and Discussion

In this section, the tolerance to in-band crosstalk of the VC-assisted DD MB-
OFDMcommunication systemwill be numerically assessed. Themaximum tolerated
crosstalk level, Xc,max , will be considered as the crosstalk level that leads to a 1 dB
optical signal-to-noise ratio (OSNR) penalty. The OSNR penalty is defined as the
difference in dB between the OSNR in presence of crosstalk and the OSNR without
crosstalk that lead to a BER of 10−3 [28].

Table3.1 displays the parameters used in MC simulation to assess the tolerance
to in-band crosstalk of the VC-assisted DD OFDM system for 4, 16 and 64-QAM
modulation formats in the OFDM subcarriers. The −3 dB bandwidth of the BS
(2nd-order Super-Gaussian), and the modulation indexes are obtained from [4].

The evaluation of the tolerance to in-band crosstalk of the DD OFDM receiver
starts with the estimation of the required OSNR to attain a 10−3 BERwithout in-band
crosstalk. It was first assumed here that the selected and interferer OFDM signals
have identical VBPR and VBG.

The plot of Fig. 3.5 shows the required OSNR as a function of the VBPR for
a BER of 10−3 for different modulation format orders, without in-band crosstalk.
It can be seen from Fig. 3.5, that the required OSNR for a BER of 10−3 increases
almost linearly with the VBPR increase. This behavior is due to the SEB. As shown
in Fig. 3.4, the SEB uses the OFDM subcarriers impaired by ASE noise to estimate
and remove the SSBI from the OFDM signal. After the subtraction is performed, the
ASE noise is partially removed and the OFDM performance degradation is solely
determined by the VC-ASE beat noise in the received OFDM signal. Higher VBPR
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Table 3.1 VC-assisted DD OFDM system simulation parameters

Modulation format 4-QAM 16-QAM 64-QAM

Bit rate per band
[Gbps]

5.35 10.7 16.05

Number of subcarriers
(Nsc)

128

Bandwidth per band
[GHz]

2.7

OFDM symbol
duration [ns]

47.85

Radio-frequency
( fRF ) [GHz]

5

Modulation index [%] 5

Fig. 3.5 OSNR required
values for a BER of 10−3 in
the absence of in-band
crosstalk as a function of
VBPR, for different
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corresponds to a lower power on the OFDM band, thus, less tolerance to ASE noise.
Therefore, in order to achieve the target BER, a higher OSNR is required.

The influence of the VBPR on the VC-assisted DD OFDM system performance
is evaluated in Sect. 3.4.1. The impact of the VBG of the interferer on the in-band
crosstalk tolerance is evaluated in Sect. 3.4.4, making use of two distinct scenarios
as follows: scenario (a), the frequencies of the selected signal and interferer VCs are
the same, and scenario (b) the central frequencies of the OFDM band of the selected
signal and interferers have the same value.

3.4.1 Effect of the VBPR on the In-Band Crosstalk Tolerance

In this section, the effect of the VBPR of the interferer and selected signal on the
tolerance to in-band crosstalk ofDDOFDMreceiver is addressed, taking into account
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two different situations. In Sect. 3.4.2, it is assumed that the selected and interfering
signals have the 16-QAMmodulation format in theOFDMsubcarriers, but theVBPR
of the interferer, VBPRx , is changed. In Sect. 3.4.3, the study presented in Sect. 3.4.2
was extended by evaluating the VBPR impact on the tolerance to in-band crosstalk
of the DD OFDM receiver for different modulation formats orders.

3.4.2 Same Modulation Format Order

In this section, theVBPRof the selectedOFDMsignal is set to 6 dB and theVBPRx is
changed in the 0–12 dB range. The VBPR of 6 dB is achieved from the optimization
carried out in [4].

The tolerated crosstalk level is assessed using the DEC and EVM methods. The
accuracy of the EVM method is evaluated by comparing its estimates with the ones
obtained using the DEC method.

The OSNR penalty is plotted in Fig. 3.6, obtained using the EVMmethod, versus
crosstalk level due to a single interferer having different VBPRx . Figure3.6 shows
that higher VBPRx lead to lower OSNR penalties. In Fig. 3.7, the tolerated crosstalk
level of Fig. 3.6 is shown as solid line, as a function of the VBPRx . In this plot the
tolerated crosstalk level as a function of the VBPRx , estimated using DEC, is also
shownby the dashed line.Adifference of about 2.8 dBbetween the tolerated crosstalk
level for VBPRx of 0 and 12 dB can be observed, and the receiver performance
degradation is seen to enhance with the VBPRx increase. In this case, the interfering
band overlaps the selected OFDM band in the frequency domain, hence, the VBPRx

increase reduces the power of its OFDM band, leading to less interference.
The tolerated crosstalk levels obtained using the DEC method are 0.8 to 1.8 dB

higher than the ones obtained using the EVM method. Furthermore this difference
revealed to be higher with the increase of the VBPRx . For example, for 6 dB VBPRx ,

Fig. 3.6 OSNR penalty as a
function of the crosstalk
level obtained from the EVM
method for 16-QAM
modulation format, for
interfering signals with
different VBPRx , and VBPR
of the selected signal of 6 dB
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Fig. 3.7 Crosstalk tolerated
level versus interferer
VBPR, considering DEC
(dashed lines) and EVM
(solid lines) estimations
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the EVM estimates a tolerated crosstalk level of −26.7 dB, while, the DEC predicts
a tolerated crosstalk of −25.6 dB. Taking into account these differences between
both methods, we can conclude that the EVM is imprecise on the estimation of the
tolerated crosstalk level, when the selected and interferer OFDM signal have the
same VBG but different VBPRs. As the in-band crosstalk sample functions are not
modelled by a Gaussian distribution, the BER calculated from (3.3) can give rise to
a imprecise BER predictions [2].

3.4.3 Different Modulation Format Orders

In this section, it is intended to address the influence of the VBPR on the tolerance
to in-band crosstalk of the DD OFDM receiver for different modulation formats in
the OFDM receivers. Since, in the previous section, it was concluded that the EVM
method is inaccurate on the tolerated crosstalk level estimation for different VBPRs
of the interfering and selected OFDM signals, the study presented in this section
is based only on the DEC estimation of the DD OFDM receiver performance in
presence of in-band crosstalk.

Figure3.8 depicts the OSNR penalty as a function of the crosstalk level for 4,
16 and 64-QAMmodulation format considering that the selected and the interfering
OFDM signals have a VBPR of 6 dB. From Fig. 3.8, it can be concluded that the
reduction of the modulation format order, used in the OFDM subcarriers, leads to
an increase of the tolerance to in-band crosstalk of the DD OFDM receiver. This
conclusion has been already reported [28], when the tolerance to in-band crosstalk
of a M-QAM single carrier system with coherent detection was investigated. The
4-QAMOFDM signal is about 15 dB more tolerant to in-band crosstalk than the 64-
QAM OFDM signal. Figure3.8 shows that the tolerated crosstalk levels for the DD
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Fig. 3.8 OSNR penalty
versus crosstalk level for
different modulation format
orders, for interferers and
selected signals having a
VBPR of 6 dB
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Fig. 3.9 Tolerated crosstalk
level versus VBPRx for
different modulation format
orders for 6 dB VBPR of the
selected OFDM signal
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OFDM receiver are −18, −25.5 and −33 dB for the 4, 16 and 64-QAMmodulation
formats, respectively.

Figure3.9 depicts the tolerated crosstalk level as a function of the VBPR for
4, 16 and 64-QAM modulation formats. Remark that, in this case, the VPBR of
the interferer and the selected OFDM signals are the same. From Fig. 3.9, it can be
observed that the tolerated crosstalk level is only dependent on themodulation format
order of the OFDM subcarriers and it is essentially independent of the VBPR.

Figure3.10 depicts the tolerated crosstalk level as a function of the VBPRx , for
different modulation format orders for a 6 dB VBPR level of the selected OFDM. In
this figure it can be seen that the tolerated crosstalk level increaseswith theVBPRx , as
already seen in Sect. 3.4.2. For VBPRx of 0 dB, the VC-assisted DD OFDM system
is 4 to 5 dB less tolerant to in-band crosstalk than the one estimated for VBPRx

of 12 dB, regardless the format modulation order used in the OFDM subcarriers.
Accordingly, by taking into account the conclusions arising from the results depicted
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Fig. 3.10 Tolerated
crosstalk level versus
VBPRx for different
modulation format orders, a
6 db VBPR of the selected
OFDM signal is considered
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in Figs. 3.9 and 3.10, one can conclude that the tolerance to in-band crosstalk, for a
given modulation format order, is dependent on the difference between the VBPRs
of the selected and interferer OFDM signals. When the VBPRx is different from the
VBPR of the selected OFDM signal, the tolerance to in-band crosstalk is enhanced
with higher VBPRx .

3.4.4 In-Band Crosstalk Tolerance Dependence on VBG

In this section, the influence of the VBG of the interferer on the VC-assisted DD
OFDM system performance is evaluated, at the light of two different scenarios. In
scenario (a), the frequency of the VC of the interfering OFDM signal is the same as
the VC of the selected signal, and the variation of the VBG of the interferer leads to
a frequency deviation between the central frequencies of the selected and interferer
OFDM bands, as it can be seen in graph of Fig. 3.11a. In the graph of Fig. 3.11a,
the spectrum of the selected OFDM signal is displayed in black while that of the
interfering OFDM signal spectrum is displayed in gray. The interferer has a VBG of
1.34GHz and a crosstalk level of −20 dB. Figure3.11b exemplifies the scenario (b),
in which, the central frequencies of the interfering and the selected OFDM bands
are the same, and the variation of the VBG of the interferer leads to a frequency
difference between the VC frequencies of the selected and interferer signals. In graph
of Fig. 3.11b, the VBG of the interferer is also 1.34 GHz. The influence of the VBG
on the tolerance to in-band crosstalk of the DD OFDM receiver is evaluated using
the DEC and EVM methodologies, and their estimations are confronted in order
to evaluate the influence of the VBG on EVM estimation accuracy of the tolerated
crosstalk level.

The plot of Fig. 3.12 represents the tolerated crosstalk level versus the interferer
VBG, for both simulation scenarios and estimated by the DEC method (dashed line)
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Fig. 3.11 PSDs of the selected OFDM signal (black) and interferer signal (gray) with a crosstalk
level of−20 dB and a VBG = Bw/2 considering a same VCs frequencies and b equal OFDM bands
central frequencies

Fig. 3.12 Tolerated
crosstalk level versus VBG
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and EVM method (solid line). Focusing on scenario (a), Fig. 3.12 shows that the
tolerance to in-band crosstalk increases with the interferer VBG. The crosstalk level
with a VBG of 2.34GHz is about 9 dB higher than the one obtained with a VBG
of 20.9 MHz. As mentioned before, this scenario gives rise to the misalignment
between the interferer central frequencies and selected bands. Therefore, as the VBG
increases, less subcarriers of the selected band are being affected by the in-band
crosstalk, and which causes the enhancement of the robustness of the DD OFDM
system to in-band crosstalk. For a 2.68 GHz VBG, the interferer OFDM band is
totally misaligned from the selected signal OFDM band, meaning that the OFDM
subcarriers of the selected signal are not influenced by in-band crosstalk and leading
to a null OSNR penalty. It can then be concluded that, in scenario (a), the DDOFDM
receiver is completely tolerant to interferingOFDM signals with VBG equal or wider
than the selected OFDM signal bandwidth.
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Fig. 3.13 BER versus
subcarrier index
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The graph of Fig. 3.12 also indicate that the EVM estimations for the tolerated
crosstalk level are not in accordance with the DEC estimations, as a 2 dB difference
between both estimations can be attained. Again, this disagreement between the two
methods can be attributed to the non-Gaussian distribution of the in-band crosstalk
sample functions.

Concerning scenario (b), Fig. 3.12 shows that the interfering signals having VBGs
between 83.6MHz and 0.67GHz show a significant reduction on the tolerated
crosstalk level, in comparison with smaller VBG. For a VBG of 83.6 MHz, the
tolerated crosstalk level is about 11 dB smaller than the one obtained for a VBG of
20.9 MHz.

To go further in investigating this behavior, the BER estimated from the EVM is
plotted versus the subcarrier index as shown in Fig. 3.13. In this figure, the crosstalk
level was set to −26 dB, in order to allow a performance comparison with different
interferer VBGs. Under this compliance it can be seen that for a 83.6 MHz VBG,
the subcarrier 128 is the subcarrier with the worst performance due to the presence
of the detected VC interferer. The increase of interferer VBG changes the subcarrier
with less performance, in such a way that the BER per subcarrier is reduced, thus,
decreasing the overall BER. The BS filtering was seen to account for this behavior.
As the VBG increases, the frequency of the interferer VC becomes closer to the BS
cut-off region, and thus, the VC power of is attenuated, so that after photodetection,
the performance of the subcarrier that suffers the VC interference is incremented.
For interferers having a VBG of 2.68 GHz, the frequency of the VC interferer is
outside the BS passband, conducting to a full suppression of the interfering VC. This
behavior can be outlined from the comparison of the OFDM signal spectrums at the
photodetector output displayed in Fig. 3.14.

The graph of Fig. 3.14a displays the photodetection of the selected band in the
presence of an interfering band having a VBG of 83.6 MHz, while, the one of
Fig. 3.14b, displays the interferer bandVBG is 1.34GHz. By comparing the behavior
of both graphs, it can be concluded that the VBG increase is giving rise to a frequency



64 B. R. Pinheiro et al.

Fig. 3.14 PSDs of the photodetected signal for a crosstalk level of−20 dB for aVBG of 83.6MHz
and b VBG of 1.34 GHz

shift of the detected interferer VC and to an attenuation of its power imposed by the
BS.

Finally, comparing the estimations of the tolerated crosstalk levels obtained from
both methods, in scenario (b), Fig. 3.12 reveals that, for interferers with VBGs
between 83.6MHz and 0.67 GHz, the obtained tolerated crosstalk level estimations
from the EVM and DEC are in compliance. Regarding remaining VBGs, for which
higher tolerated crosstalk levels are estimated, a maximum difference of 1.2 dB
between both estimations can be attained. It can then be asserted that the tolerated
crosstalk level increase leads to a disagreement between the EVM and the DEC
estimations, as the BER estimated from EVM, through (3.3), looses accuracy.

3.5 Conclusions

The OSNR penalty due to the in-band crosstalk on the performance of the VC-
assistedOFDMmetropolitan systems has been assessed using numerical simulations.
The influences of the VBPR for different modulation format orders in the OFDM
subcarriers and of the VBPR and the VBG of the interferer on the OSNR penalty
have also been investigated.

It was shown that the influence of in-band crosstalk on theDDOFDMreceiver per-
formance depends on the difference between the VBPR of the selected and interferer
OFDM signals and diminishes with the interferer VBPR increase. Higher VBPRwas
seen to lead to a reduction of the power of the interferer OFDM band, causing less
interference on the detection of the selected signal. The increase of the modulation
format order of the OFDM subcarriers also lead to less tolerance to in-band crosstalk.
The 64-QAMmodulation format has around 15 dB less tolerance to in-band crosstalk
than the one found for the 4-QAM modulation format.
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The impact of the interferer VBG on the in-band crosstalk tolerance, according
with two different simulation scenarios, has also been analyzed. In a scenario (a),
the VCs of the selected signal and interferer are set at the same frequency. In this
case, results revealed that the increase of the overlapping between the interferer and
selected OFDM subcarriers bands lead to higher system performance degradation.
LargerVBG leads to a systemperformance improvement as the number of subcarriers
that suffer in-band crosstalk is reduced. When the VBG of the interferer is equal to
the selected OFDM signal bandwidth, the subcarriers of the interferer and selected
OFDM signals are non-overlapped and the receiver performance is not degraded by
in-band crosstalk. Regarding a scenario (b), selected and interferer OFDM bands are
overlapped and the VBG of the interferer varied. For VBGs narrower than 1 GHz, the
tolerance to in-band crosstalk is severely reduced and reaches a 11 dB less tolerance,
for a VBG of 83.6MHz. This behavior is caused by the detection of the interferer VC
on the selected signal subcarriers that significantly degrades the DD OFDM receiver
performance. For larger VBG, the VC of the interferer becomes closer to the cut-off
region of the band selector, its power is attenuated and the performance of the DD
OFDM receiver is slightly improved.

It has been also shown that the EVM method predicts inaccurate estimates of the
maximum tolerated crosstalk level.
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Chapter 4
High Accuracy Laser Power
Measurement for Laser Pointers Safety
Assessment

Kanokwan Nontapot and Narat Rujirat

Abstract Laser pointers are common tools for teachers, students, and researchers
as pointer devices in classrooms or meeting rooms. Some people use laser pointers
for toys, hobbies and entertainments. For safety concern, these laser pointers are
designed to emit laser power level below 5 mW as restricted by many countries
regulations. However, advances in laser technology, allowed the production of low
low-cost laser pointer devices, at a wide range of visible wavelengths, delivering
considerable light output power, which are available for the general public. In fact
it is now common, to have laser pointers and laser gadgets of all colors and power
range, from few mW to several watts available to buy. As a result, laser pointers are
in the hands of uninformed people about the potential injuries that can arise from
the handling of these devices. This is resulting in a worldwide increase of retinal
injuries reporting. In this research, the laser power levels of randomly purchased
laser pointers in Thailand markets will be assessed in order to check the accuracy of
their laser safety labels, using a dedicated laser pointer power testing kit developed
at National Institute of Metrology (Thailand). A set of twenty laser pointers, red,
green and violet, randomly acquired in market have been assessed with respect to
their power output level and emitted wavelengths lines. The limits imposed by The
US Code of Federal regulations for lasers devices will be used as a reference.

4.1 Introduction

Laser pointing devices are being widely used over the world in a wide range of
applications. The most often seen are the laser pointers devices used in presenta-
tions and demonstrations, particularly in classroom and conferences. They are also
being used in entertainment as toys and special light effects in several public events.
These devices become accessible to public in a wide range of colors and power
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level at very accessible prices. Nowadays red, green and violet laser pointers are the
most vulgarized within the public and more recently the blue ones are taking place.
Concerning to laser light power coming out of such a devices dangerous levels as
high as 1W can be freely acquired in market although there are limits imposed in
majority of countries. For example 5 mW is the limit in the States and 1 mW in UK.
The practically free access to the public of high power laser pointer devices is not
apart from the increase in eyes injury reporting over the world [1–3]. Laser point-
ers, due to their long range, can be considered extremely hazardous if pointed at an
aircraft. In 2010, there were over 2,836 cases of aviation-related laser pointer inci-
dents report by U.S. Federal Aviation Administration (FAA) according to MSNBC
report (msnbc.msn.com, 2011). For example in July 1 2016, there have been over
42,000 cases of laser illuminations reported by pilots to the U.S. FAA and the U.K.
Civil Aviation Authority, since 2004. So far, the most recent and most severe impact
of laser pointer to aviation is a flight of British Airways which was aborted after
an hour of take-off in February 14 2016 (http://www.bbc.com/news/uk-35575861).
Laser illumination incidents reported by pilots to the U.S. Federal Aviation Adminis-
tration from 2004 to 2016, which are increased significantly over the past few years,
are shown in Fig. 4.1 (www.laserpointysafety.com). There were also many cases of
laser pointers that were aimed at players’ eyes in worldwide sport events especially
in soccer games (www.laserpointysafety.com). Under this compliance governments
started to rule laser marked. For example, in 2008 the Australian government limited
both sale and importation of some laser products and limited allowed output power
of imported laser pointer devices to 1 mW. This restriction was mainly motivated by
the registered cases of coordinated attacks to passenger jets in Sydney [4].

Fig. 4.1 Laser illumination incidents reported by pilots to theU.S. Federal AviationAdministration

http://www.bbc.com/news/uk-35575861
www.laserpointysafety.com
www.laserpointysafety.com
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4.1.1 Related Studies of Laser Pointer Safety Assessments

In 2010, the Federal Office of Metrology in Switzerland randomly tested laser point-
ers and found that high percentage of laser pointers were not in compliance with the
regulation [5]. In 2011, the U.K. Health Protection Agency (HPA) tested 246 laser
pointers seized from a company suspected of violations import [6]. The tested from
HPA found that 96% of the working pointers were above the U.K.’s legal power
limit of 1 mW. As a result, 7,378 of laser pointers were seized, together with 8,780
assembled parts. It was estimated that the company sold over 35,000 laser pointers
from 2009 to 2011 and generating income over USD 1,600,000. Out of 246 pointers
tested by HPA, 9 were under 1 mW limit and compliance to the U.K. legal limit, 27
were not working, 14 emitted power between 1 and 5 mW and 196 laser pointers
emitted power above 5 mW. The study showed that approximately 80% of the lasers
tested were potentially hazard to users.

In 2013, Trevor Wheatley, chair of the Standards Australia SF-019 Committee on
laser safety studied 41 lasers pointers purchased online which were claimed by the
sellers to be legal and emit laser power lower than the Australian limit of 1 mW. The
study found that 95% of these pointers emit power more than 1 mW, which were
illegal under Australian law and 78% were emit laser power between 5 mW and 100
mW [7].

Researchers atNational Institute of Standard andTechnology (NIST),USA, tested
23 laser pointers and found that 44% of red pointers and 90% of green laser pointers
were not compliance with federal safety regulations [8]. And most recently, more
comprehensive test had been conducted on 122 laser pointers, most purchased online.
The test results reveal that 44% of red laser pointers and 90% of the green laser
pointers did not comply with U.S. safety regulations. Moreover, green laser pointers
also emitted dangerous invisible infrared radiation, in addition to the visible green
light [9].

The website www.laserpointersafety.com reported that in December 2012, 24
laser pointers being sold on Amazon.com were tested by a laser manufacturer. The
results revealed that all laser pointers were over legal limit and thus illegal. Those
laser pointers were advertised as being 5 mW or less. However, the actual average
emitted power was 41 mW. All of the green laser pointers under tested also emitted
dangerous invisible infrared radiation, in addition to the visible green wavelength.
The results of the tested are shown in Table4.1.

In some countries as Thailand for example, trading of laser devices is not yet
regulated. Thus there are no restrictions with respect to either device optical power
or emission wavelengths, in such a way that laser pointers and laser gadgets can
be found in market in practically all available wavelengths and power ranges, from
less than mW to many watts. Thus, improvident or even the malicious uses of these
devices can have very serious consequences. For all of these reasons it is fundamental
to assess the power output of laser devices available in market in order to determine
their real hazard level and provide the correct device class labels. In thiswork, 19 laser
pointers of 3 different colors, namely red, green and violet, randomly acquired on
stores and online, were assessedwith respect to their power levels andwavelengths of

www.laserpointersafety.com
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Table 4.1 Test results of laser power from laser pointers sold on Amazon.com

Wavelength (nm) Claim output power
(mW)

Actual output power
(mW)

Infrared output power
(mW)

650 ≤5 111.9 –

405 ≤5 87.6 –

532 ≤5 80.1 19.8

532 ≤5 74.4 29.4

405 ≤5 69.6 –

532 ≤5 49 40.5

light emitted in order to check their hazard level. TheUSCode of Federal Regulations
[10] was used as standard for hazard level of laser pointers which limits commercial
class IIIa/3R lasers to 5 mW and no more than 1 mW for dangerous IR.

4.1.2 Laser Class and Safety

Laser Safety. Laser safety concerns with the secure use and operation of lasers
towards risk minimization as a result of laser incidence, particularly with respect to
eyes injuries. The sale and usage of laser is usually subject to governments regulations
since only a small amount of laser can lead to potential hazard to eyes. Medium
and high-power laser can be extremely hazardous since they can burn eyes retina,
or even skin.

Maximum Permissible Exposure. The maximum permissible exposure figure of
merit (MPE) is the maximum light source power density (W/cm2) or energy density
(J/cm2) levels established as safe to human eye or skin at a given wavelength and
exposure time. MPE is calculated from worst-case scenario where the light of each
wavelength is focused into the smallest spot size on the retina under fully open pupil
conditions (0.39 cm2) for visible and near-infrared wavelengths. Methods for MPEs
calculation can be found in the IEC-60825-1 and ANSI Z136.1 standards [11, 12].
MPE expressed as energy density versus exposure time andMPE or as power density
versus exposure time for different wavelengths, have been plotted by Han-Kwang
[13], in following IEC 60825 standard. These plots are shown in Figs. 4.2 and 4.3.
The graph show that deep UV light, at very low power, can be very dangerous if stare
for long time. For laser light in infrared region, MPE is higher than that of visible
light because light at these wavelengths can be absorbed by the transparent parts of
the eye, before they reach the retina.

4.1.3 Laser Class

The American Standard for laser use safety [12] divides lasers into four classes,
according with their hazard level as shown in Table4.2.
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Fig. 4.2 MPE as power density versus exposure time for different wavelengths

Fig. 4.3 MPE as energy density versus exposure time for different wavelengths

Table 4.2 Laser classification according with ANSI Z136.1-2007

Classes Hazard Level

Class 1 Non-hazardous level under normal use

Class 2 Non-hazardous level under normal use, for visible laser only, laser
power <1 mW

Class 3R Potentially hazardous level if viewing for extend period of time,
includes both visible and non-visible lasers, laser power <5 mW

Class 3B Hazardous to skin and eyes, includes both visible and non-visible
lasers, laser power <500 mW

Class 4 Very hazardous, laser power >500 mW, can burn skin
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4.2 Laser Pointer Technology

Actual laser technology allowed the achievement of a wide variety of high perfor-
mance laser assemblies which are accessible to the public. For example, red laser
pointers in present days, are built based from vertical-cavity surface-emitting laser
(VCSEL) diodes, emitting light near 650 nm, are more efficient and deliver more
power than the early generation 633nmHe-Negas lasers. In turn, green laser pointers,
most popular as human eyes are most sensitive in the green region of the spectrum,
are in fact for diode pumped solid state (DPSS) lasers, or diode pumped solid state
frequency-doubled (DPSSFD). In this case the green laser light is indirectly gener-
ated by means of an infrared AlGaAs laser diode operating at 808nm pumping a
Nd:YAG or a Nd:YVO4 crystal. The laser emission takes place at 1064nm is then
converted into 532nm green light by using second harmonic generation KTP nonlin-
ear optical crystal. Actually three different wavelengths, IR (808 and 1064 nm) and
VIS (532 nm), will in principle be coming out from the device, unless proper filter-
ing is implemented. Thus, safe green laser device pointers must incorporate optical
filters to attenuate both IR wavelengths present. According with ANSI [12] and IEC
[14] standards power levels at output should be less than 0.63 mW at 808nm and less
than 1.92 mW at 1064nm respectively. With respect to violet laser pointers, usually
emitting at 405 nm, they are built from GaN (gallium nitride) semiconductors. This
type of laser devices directly emit 405nm light without requiring frequency doubling
crystal as in the DPSS green laser devices. Thus in this case none of the dangerous IR
light is emitted however output power in excess of the CFR limit could be harmful at
this near UV wavelength. Table4.3 displays some common laser pointers and their
wavelengths.

Table 4.3 Common laser pointers and their wavelengths

Wavelength (nm) Laser types

405 InGaN Blue-violet laser, in blue ray disc and HD DVD drive

445 InGaN blue laser multimode diode for use in data projectors

510–525 Green laser diodes developed by Nichia and OSRAM for laser
projectors

635 AlGaInP, brighter red laser pointers, with same power but twice as
bright as 650 nm

650–660 GaInP/AlGaInP in CD DVD, cheap red laser pointers

670 AlGaInP bar code readers, first diode laser pointers (now obsolete)

808 GaAlAs pumps in DPSS Nd:YAG lasers (in green laser pointers)

848 Laser mice

980 InGaAs pump for optical amplifiers, for Yb:YAG DPSS lasers

1,064 AlGaAs fiber-optic communication, DPSS laser pump frequency
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4.3 Experimental Assembly

It is therefore essential to address the development of dedicated optical apparatus,
accurate enough to measure the output power level of laser pointer devices at the
different wavelengths emitted. Thus the apparatus should be able to measure not
only the light power emitted in the laser pointer visible fundamental wavelengths,
red, green and violet, but also in IR regions. The design has to be able for use with
different type of laser pointers.

4.3.1 Optical Bench

The apparatus has to be built according with safety requirements of operation and
should be able of accurate and repeatable results. The optical layout, outlined in
Fig. 4.4, was inspired in Joshuas prototype [8]. It consists of a power meter, a set of
selectable filters, self-centering cage type mounts and an adjustable iris, Fig. 4.4.

4.3.2 Laser Power Detector

Up to date, there are 3 main types of laser power detectors, which are thermopiles,
pyroelectric sensors, and photodiodes.

Thermopile Sensors. Thermopile sensors are used for measuring CW laser power
and integrates energy of pulsed laser to produce an average laser powermeasurement.
Thermopiles sensors absorb radiation from incident laser beam and convert into heat.

Fig. 4.4 Optical bench for laser pointer assessment: (A) laser pointer; (B) laser pointer mount; (C)
adjustable iris; (D) lens tube; (E) Bandpass filters set mounted in a selectable filter wheel; (F) power
meter
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The heat is then flows to a heat sink that is kept at ambient temperature by mean of
water-cooling or air-cooling. A thermopile junction then transduces the temperature
difference between the heat sink and absorber into electrical signal. Since thermopile
converts thermal energy into electrical energy, it offers spectrally flat responsivity.

Pyroelectric Sensors. Pyroelectric sensors are used to measure the energy of pulsed
lasers and can only be used with pulsed laser. They can also be used to measur-
ing average power of pulsed laser by multiplying laser pulse energy by the laser
repetition rate. Pyroelectric sensors are thermal sensors in which fluctuations in tem-
perature caused by absorption of laser light produce a charge change on the surface
of pyroelectric crystals, which then convert into an electrical signal.

Semiconductor Photodiodes. Semiconductor photodiode sensors directly convert
incident photon into electrical current. They are used for measuring low CW laser
power. Photodiode offers fast response time, however, the spectral range is more
limited than for other. Example of spectral responsivity of a silicon photo diode is
shown in Fig. 4.5 [15]. Commonly used photodiodes are from silicon, germanium
and indiumgallium arsenide semiconductors. Photodiodematerials and their spectral
ranges are shown in Table4.4.

A thermopile detector has been used to measure laser pointers light power, mainly
due to its spectral flat responsivity, easy to implement and low cost. The detector
thermopile, Ophir Model 3A-P covers the spectral and power ranges of 0.15 µm–6
µm, and 60 µW–3W respectively. Detector calibration factor and determination of
respective uncertainties, were carried out using standard calibration procedure of
laser power detectors at Thailand’s National Institute of Metrology by comparison
with a laser power reference standard unit. The details of calibration procedure are
presented in Appendix.

Fig. 4.5 Spectral
responsivity of a silicon
photo diode

Table 4.4 Photodiode
materials and their spectral
ranges

Material Spectral range (nm)

Silicon 190–1100

Germanium 400–1700

Indium gallium arsenide 800–2600
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4.3.3 Bandpass Filter

As mentioned above the DPSS green laser pointers emit laser light not only at vis-
ible green (532 nm) but also in the IR region at the pump wavelength 808 nm and
fundamental 1064 nm. To measure the emitted power at each of these wavelengths
a set of bandpass filters was used. The filters central lines and Full Width at Half
Maximum (FWHM) of filters used for measuring the 800nm and 1064nm wave-
lengths were 800 ± 8 nm, FWHM = 40 ± 8 nm and 1064 ± 2 nm, FWHM = 10 ± 2
nm respectively. The 1064nm filter transmission was checked with a Nd:YAG laser
beam. The 800nm filter was also checked and assumed to have the same uncertainty.
The obtained transmission values for the 800nm filter in the 600nm to 1000nm
range and the ones for the 1064nm filter in the 1000nm to 1150nm range are plotted
Figs. 4.6 and 4.7 respectively.

Fig. 4.6 Measured
transmission values for
800nm filter from 600 to
1000 nm

Fig. 4.7 Measured
transmission values for
1064nm filter from 1000 to
1150 nm
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Fig. 4.8 Diagram of laser pointer measurement and laser beam paths. Solid line represent laser
beam before travelling to bandpass filter. Dash line represent transmitted laser beam from bandpass
filter

4.4 Measurement Procedure

Diagram for laser pointer power measurement and laser beam path are shown in
Fig. 4.8. The procedure for measuring laser power emit from laser pointers are as
follows:

1. Mount the laser pointer using self-centering lens mounts (Fig. 4.4).
2. Select a bandpass filter to be used by rotating a selectable filter wheel to a

desired filter.
3. Energize laser pointer for 30 s and record the maximum power from the laser

meter.
4. Repeat the measurement 5 times for each laser wavelength. Calculate the aver-

age power and standard deviation.

4.5 Measurement Models and Results

For single wavelength lasers as red and violet laser pointers, no bandpass filters are
required for laser power measurement. Under this situation the device output power
is simply given by

Pred,violet = Ptotal
Cn

(4.1)

For the case of multi-wavelength emitting devices, as green laser pointers, the total
output power will contain the contribution of all wavelengths, and can be expressed
as:

P532 = Ptotal
Cn

− [P808 + P1064] (4.2)
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P808 = P
′
808

CnT808
(4.3)

P1064 = P
′
1064

CnT1064
(4.4)

where Cn is a calibration term for the power meter, according with calibration pro-
cedure (see appendix). P

′
λ is the power of the laser wavelength λ from the detector

and Tλ is the transmission of bandpass filter at wavelength λ. For each laser pointer
device the emitted power output was recorded for 30 s power using the maximum
power reading feature of the power meter. A total of 19 laser pointer devices (12 red,
4 green, and 3 violet), randomly acquired Thailand’s stores and online market have
been analyzed in this way. All of the pointers were pointed out as demonstration pur-
poses laser pointer devices and all claimed to be in class 3R or below. Measurement
outcomes are shown in bar graphs of Figs. 4.9, 4.10 and 4.11. For the red laser pointer
devices, 3 of the 12 emitted laser power light above 5 mW, thus exceeding the CFR
limits. Results for the green laser pointers, revealed that 2 out of 4 emitted power
above CFR limits - Class 3R visible accessible emission limit (AEL) and Class 1IR
AEL. With respect to the visible green light, one of the devices revealed emitted ∼6
mW light power and another reached a power level as high as ∼70 mW. At 1064nm
fundamental wavelength, one of the pointer devices presented a ∼10 mW output

Fig. 4.9 Output power level
outcomes of 12 red laser
pointer devices. The
horizontal dashed line is
indicating the 5 mW limit
corresponding to the class
3R visible AEL. Results are
showing that 3 out of 12 red
pointers emitted power in
excess of the CFR limits

Fig. 4.10 Outcomes for the
output power of 4 green laser
pointer devices. The
horizontal dashed line shows
the class 3R visible AEL
limit of 5 mW. As it can be
seen 2 of the 4 green pointers
emitted power exceeding the
CFR limits with respect to
both visible and IR
wavelengths
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Fig. 4.11 Measured output
power of 3 violet laser
pointers. The horizontal
dashed line represents the
class 3R visible AEL limit of
5 mW. All of the violet
pointers emitted power in
excess of the CFR limits

and another reached the level of ∼20 mW. With respect to emission at the IR 808
nm pump wavelength, both laser devices delivered ∼1.5 mW output power level.
Finally with respect to the three violet laser pointers assessed, all advertised to be
below 5 mW output level, outcomes revealed that all emitted the power in excess to
the CFR limit.

4.6 Conclusions

This study is providing the first and most accurate results with respect to the laser
pointers safety assessment level in Thailand, a country in which there is no regu-
lation regarding the trading of laser devices. The power outputs of 19 laser pointer
devices of the 3 main available colors, red, green and violet, randomly acquired from
market, were assessed to check the conformity with US CFR and ANSI standards.
The uncertainty of power measurements was determined from the calibration of both
power detector and the bandpass filter. The calibration of power detector was carried
out according with standard practice of the Thai National Institute ofMetrology laser
power calibration, traceable to SI unit. Calibration of bandpass filters were in com-
pliance with the procedure outlined by Joshua [8]. The overall attained uncertainty
with respect to power measurement of used experimental setup and procedure was of
1%. Results of the laser pointer devices assessment power showed that the majority
of red laser devices are in compliance with the CFR regulations, while 50% of green
laser pointers exceeded 3R class limit at both visible and IR wavelengths. For the
violet lasers pointers, all of them were non-compliant with CFR limits. Finally, it
was shown that the apparatus here described and results obtained from it could be
used as guidance for regulation and standardization bodies, when issuing regulations
regarding the sale or importation of laser devices.
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Appendix

Measurement Results

Average laser output power outcomes from red, green, and violet laser pointer devices
are shown in Tables 4.5, 4.6 and 4.7.

Measurement Uncertainty. Measurement uncertainties were estimated following
the guideline from Taylor and Kuyatt [16] and Evaluation of measurement data,
Guide to the expression of uncertainty in measurement (GUM) [17]. There are 2
types of uncertainties associated with measurement, type A standard uncertainty,
arising from statistical analysis of a series of observations, and type B standard
uncertainty, coming from other than statistical analysis, for this work, in this case
related with the measuring system itself.

Type A Uncertainty. Calculated from standard deviation of 5 laser power mea-
surements, Sr . Type A standard uncertainty corresponds to standard deviation of the
mean Sr√

5
.

Type B Uncertainty. Obtained from uncertainty of measurement system. In this
work, the estimated system uncertainty, us , is

us =
√
u2d + u2f (4.5)

where ud is the power detector uncertainty of and u f is the bandpass filter uncertainty.
The combined standard uncertainty of measurement, U , is

U =
√
u2s + s2r

5
(4.6)

Table 4.5 Average laser
output power from red laser
pointers

Laser pointer no. Average output power (mW)

1 7.48

2 6.60

3 3.66

4 3.54

5 2.71

6 1.64

7 3.70

8 3.10

9 7.10

10 1.80

11 0.55

12 0.80
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Table 4.6 Average laser output power from green laser pointers

Laser pointer
no.

Average power
without filter
(mW)

Average power of
visible wavelength
532 nm (mW)

Average power of
IR wavelength 808
nm (mW)

Average power of
IR wavelength 1064
nm (mW)

1 81.60 69.94 1.51 10.15

2 29.50 5.92 1.48 22.1

3 0.70 0.70 0 0

4 2.8 2.8 0 0

Table 4.7 Average laser
output power from violet
laser pointers

Laser pointer no. Average output power (mW)

1 17

2 15.7

3 10.7

The uncertainty of the power detector is obtained by calibration of laser reference
standard, by direct comparison with the laser Calorimeter (traceable to SI unit).
Calibration was carried out at 633, 515 and 488nm wavelengths. The calibration
experimental setup is shown in Fig. 4.12. The calibration factor (Cn) is

Cn = Pu
Ps

(4.7)

Fig. 4.12 The laser power calibration experimental setup
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Table 4.8 Power detector calibration results

Wavelength (nm) Power (mW) Calibration Factor, Cn Uncertainty, ud (%)

633 1 1.015 0.6

3 1.012 0.6

515 5 1.025 0.6

10 1.025 0.6

488 5 1.009 0.6

Fig. 4.13 The bandpass
filter calibration
experimental setup

Table 4.9 Bandpass filter calibration result

Filter center
wavelength (nm)

Laser wavelength (nm) % Transmission Uncertainty, u f

800 532 0.00 –

1064 0.00 –

1064 532 0.00 –

1064 84.92% 0.1%

where Pu is power measured by the unit under test (thermopile detector) [W], and
Ps is the laser power measure by the standard [W]. The calibration results are shown
in Table 4.8.

The uncertainties of the bandpass filters were estimated from transmission cali-
bration measurements using a Nd:YAG laser light source at 1064nm and 532 nm.
The calibration experimental setup is shown in Fig. 4.13. For the 1064 nm bandpass
filter, the transmission value considered was the ratio of laser power reading on a
standard pyroelectric detector with and without the filter. The calibration attained
values are displayed shown in Table 4.3. Concerning the the 800nm filter, the light
transmissions at 1064nm and 532nm were checked. The calibration results are in
Table 4.9. By using (4.6), a 1% of total uncertainty can be obtained.
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Chapter 5
Photonic, Plasmonic, Fluidic,
and Luminescent Devices Based on New
Polyfunctional Photo-Thermo-Refractive
Glass

N. Nikonorov, V. Aseev, V. Dubrovin, A. Ignatiev, S. Ivanov, Y. Sgibnev
and A. Sidorov

Abstract Fluoride Photo-Thermo-Refractive (PTR) glasses are very promising
materials for recording Bragg gratings for different laser applications. Design and
fabrication of novel chloride andbromidePTRglasseswill be discussed. Itwas shown
that various technologies as photo-thermo-induced crystallization, holograms record-
ing, laser treatment, ion exchange, and chemical etching can be used for the cases
of the fluoride, chloride and bromide PTR glasses, the so called polyfunctional. It is
shown that polyfunctional PTR glasses can be used for the creation of novel optical
elements and devices like holographic volume Bragg gratings, optical, luminescent
and plasmonic waveguides, hollow structures, thermo-and biosensors, phosphors for
LEDs, down-converters for solar cells have been designed and fabricated based on
these new polyfunctional PTR glass.

5.1 Introduction

The current stage of development of optical, photonic and plasmonic devices calls
for new and most likely miniature optical elements that cannot be fully implemented
on the basis of traditional materials and technologies. Therefore, great attention is
being paid worldwide to the development of novel optical materials.

Today, fluoride photo-thermo-refractive (PTR) glasses are among the most
promising materials for several photonic applications. These glasses are widely used
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Fig. 5.1 Microscope image of the Bragg grating recorded in fluoride PTR glass (a) and TEM image
of UV-exposed and heat-treated area of fluoride PTR glass, where NaF cone were grown (b)

for recording the volume Bragg gratings [1] and pictorial holograms [2], developing
lasers and optical amplifiers [3, 4].

The standard PTR glass is a photosensitive multi-component sodium–zinc–alu-
minosilicate one containing fluorine (6 mol%) and bromine (0.5 mol%) and doped
with small amounts of additives, as cerium, antimony and silver, that are responsible
for the photo-thermo-induced precipitation of silver nanoparticles and sodium fluo-
ride crystals [5–7]. The selective UV irradiation into the Ce3+ absorption band in the
spectra of these glasses results in the formation of neutral silver molecular clusters
that provide a broadband luminescence in the visible and NIR ranges [8, 9]. The
subsequent heat treatment of UV-irradiated PTR glass near the glass transition tem-
perature (Tg) induces the silver nanoparticle formation [7]. The thermal treatment of
these glasses at temperatures above Tg leads to the growth of silver bromide shell on
a silver nanoparticle [10] and then to the precipitation of a sodium fluoride cone on
it [7, 11]. Image of a Bragg grating recorded in fluoride PTR glass and TEM image
of NaF nanocrystals are shown in Fig. 5.1.

Brominewas shown to have a dramatic effect on the process of NaF crystal growth
in fluoride PTR glasses [5]. The paper has demonstrated that the growth of sodium
fluoride crystals is possible only in the presence of bromide additives in the PTR
glass composition. A generalized NaF crystallization mechanism which consists of
three stages has been proposed in [7, 12, 13].

At the first stage, the trivalent cerium ion donates an electron under the effect of
the UV irradiation, thus increasing its own valency in accordance with the following
reaction (5.1):

Ce3+ + hν → e− +
[
Ce3+

]+
(5.1)
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Released photoelectrons can be trapped partially by silver ions (~20%)with subse-
quent neutral silver atoms and molecular clusters formation (Ag0, Ag02, Ag

+
2, Ag

2+
3 )

but most photoelectrons are trapped by antimony ions according to the following
reaction (5.2):

e− + Sb5+ → [
Sb5+

]−
(5.2)

At the second stage, heat treatment at relatively low temperatures (300–450 °C)
leads to the release of the trapped electrons from antimony (5.3) with further forma-
tion of silver molecular clusters and colloidal nanoparticles (5.4) according with:

[
Sb5+

]− → Sb5+ + e− (5.3)

nAg+ + ne− → nAg0 (5.4)

At the third stage, the heat treatment at temperatures above Tg results, first, in the
growth of mixed silver bromide-sodium bromide shell on a silver nanoparticle and,
further, in the coaxial growth of sodium fluoride crystalline phase on this shell.

It was also shown that UV irradiation and subsequent heat treatment of fluoride
PTR glass induces the refractive index change only in the UV-irradiated area [10].

There is still some uncertainty in the origin of refractive index changes in PTR
glasses and several presumable mechanisms have been proposed. Classically, this
effect is assumed to be caused by differences in the refractive index between NaF
crystalline phase (n~1.33) that sediments in the UV-irradiated area and unexposed
glass area (n~1.49). Although a difference between the refractive indices of sodium
fluoride and vitreous phases is rather high, the refractive index change in the UV-
irradiated area does not exceed 1000ppm [10, 14]. This can probably be due to the fact
that, in addition to the NaF phase precipitation, there is the silver bromide shell with
a high refractive index value (n~2.3) on the silver nanoparticle. As shown in many
sources (see, for example, [6, 15, 16]), the maximum surface plasmon resonance of
silver nanoparticles in fluoride PTR glass shifts to greater wavelengths owing to the
silver bromide shell growth.

Another possible mechanism of photo-thermo-induced refractive index change
in PTR glasses has been proposed [17], which assumes that the transformation of
Na and F distributed in PTR glass matrix into crystalline NaF (chemical changes)
and structural relaxation process are not the main causes of photo-thermo-induced
refractive index change but accounts it for high residual stresses around the NaF
crystals. According to presented calculations, these stresses are the most important
cause for photo-thermo-induced refractive index change in PTR glass.

By changing the type of halide (fluorine to bromine or chlorine) in the PTR glass
composition it is possible to control a sign of the refractive index (RI) increment. In
case of fluoride PTR glass, such treatment results in decrease of RI in UV irradiated
area in comparison with unirradiated area. On the other hand, substitution of fluorine
by chlorine and bromine in PTR glass, results in the precipitation of nano-crystalline
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phases ofmixed silver and sodiumchlorides, and silver bromide nanocrystals, respec-
tively, in glass host and positive increment of RI (�n up to 2200 ppm) [12, 18].

The fluoride, chloride and bromide PTR glasses developed in ITMO University
(St. Petersburg, Russia) are very promising optical materials for optical, photonic
and plasmonic applications [19]. The sizes of NaF, AgCl, and AgBr nanocrystals
are relatively small (10–20 nm), that is why PTR glasses exhibit a rather low level
of scattering. The PTR glasses can be successfully used for the fabrication of holo-
graphic optical elements (HOEs) that dramatically enhance properties of numerous
laser systems and spectrometers. It presents high photosensitivity, high thermal sta-
bility of the recorded phase holograms, and high tolerance to optical and ionizing
irradiation. Basic optical and spectral properties of PTR glasses are described in [6,
12, 18, 20]. The HOEs recorded in the PTR glass reveal high chemical stability, ther-
mal, mechanical and optical strength, and from this point of view practically reveal
no difference with the commercial optical glass BK7 (Schott). The optical and spec-
tral parameters of the HOEs and GRIN-elements do not change after its multiple
heating to the high temperature (500 °C). The most important advantages of having
PTR glasses as optical medium are following: (i) high optical uniformity (the refrac-
tion index fluctuations across the glass volume have the scale of some 10−5), (ii)
reproducibility of its parameters during the starting glass synthesis and during the
photo-thermo-induced crystallization, (iii) similarity to optical glass BK7, the PTR
glass can be subjected to variousmethods ofmechanical processing like grinding and
polishing as well as various formation technologies like molding, aspheric surface
production, and drawing fiber, (iv) one can fabricate the PTR glass both in laboratory
(hundreds of grams) and in industrial (hundreds of kilograms) conditions with the
use of simple and non-toxic technology. The chemical reagents, which are necessary
for glass fabrication, are commercially available and not too expensive. One has also
to note some features of PTR glasses, which are unusual for recording media. For
example, PTR glasses can be subjected to ion-exchange technology, providing the
possibility to fabricate the ion-exchanged optical or plasmonic waveguides and the
surface strengthening to improve themechanical strength, chemical stability, thermal
and optical strength. PTR glass doped with rare earth ions reveals good laser char-
acteristics [21, 22]. Recording the Bragg gratings in laser PTR glass opens up the
chance to develop lasers with distributed feedback. The possibility to draw optical
fibers from PTR glass and to record Bragg gratings in the fiber are shown [23].

Some characteristics of fluoride, chloride, and bromide PTR glasses and recorded
volume Bragg gratings (VBGs) are listed in Table 5.1.



5 Photonic, Plasmonic, Fluidic, and Luminescent Devices … 87

Table 5.1 Characteristics of fluoride, chloride, and bromide PTR glass

Parameter Fluoride PTR glass Chloride PTR glass Bromide PTR glass

Transparency range,
nm

350–3000 350–3000 350–3000

Photosensitivity
spectral range, nm

280–350 280–350 280–350

Photosensitivity,
mJ/cm2

50 50 50

RI change, �n 30×10−4 22×10−4 8×10−4

RI modulation
amplitude, δn

15×10−4 11×10−4 4×10−4

Induced optical loss,
cm−1

• visible range
• near IR range

0.1
0.001

0.1
0.001

0.1
0.001

Space frequency,
mm−1

up to 5000 up to 5000 up to 5000

Diffraction efficiency,
%

99 99 99

Hologram thickness,
mm

0.1–10 0.1–10 0.1–10

Angular selectivity,
ang. min

<0.005 <0.005 <0.005

Bandwidth FWHM,
nm

<0.05 <0.05 <0.05

Size, mm up to 25×25 up to 25×25 up to 25×25

VBGs are completely
stable at temperature,
°C

200 200 200

5.2 Holographic Optical Elements

5.2.1 Volume Bragg Gratings for Laser Diodes

Thewidespread use of semiconductor lasers is stimulated by a number of their advan-
tages, such as high efficiency (75–80%) [24–26], small sizes, simplicity of operation,
and relatively low cost. An important advantage of semiconductor lasers is the pos-
sibility of fabricating emitters operating at different wavelengths in the visible, near
infrared, and mid-infrared spectral ranges. Apart from the above beneficial features,
semiconductor lasers have certain drawbacks: their emission is quasi-monochromatic
and spectrally unstable. This is caused by a number of factors as the broadening of
the lasing spectrum, upon increase in the injection current stems from the fundamen-
tal aspects of charge-carrier transport and capture into the quantum-confined active
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Fig. 5.2 Various designs of external cavity based on VBG. a simple case of reflecting VBG with
collimation lens on the front facet of the LD crystal, b external cavity based on transmission VBG, c
external cavity providing single more operation of the LD utilizing reflective VBG [26], d external
cavity providing feedback for high order modes [26]

region and the multimode design of the laser cavity. A shift of the spectrum occurs as
a result of heating the active region with increasing injection current, which causes a
reduction in the band gap and, thus, the shift of the lasing spectrum to longer wave-
lengths. This problem can be solved by means of VBG recorded in the PTR glass.
Due to the high spectral selectivity of recorded holograms, the implementation of
such grating inside external laser diode cavity can significantly narrow the output
spectra. This idea has been often used and proved its beneficial advantages. External
cavity design based on the VBG can vary (see Fig. 5.2), as well as both reflecting or
transmitting Bragg grating can be utilized [27].

Simplest implementation of VBG as an external cavity element is schematized
in Fig. 5.2a, where radiation after collimating lens falls normally on the VBG ele-
ment. Unfortunately, due to high divergence along the fast axis of the laser diode
(LD) output radiation it is impossible to create reliable external cavity LD without
collimation optics. Figure 5.2b shows typical design of external cavity using a trans-
mission Bragg grating. Since the grating works back and forward and its diffraction
efficiency has to be lower than 80% to efficiently couple output radiation there is need
of an additional mirror in cavity setup to reduce power loss through non-diffracted
radiation on backward cavity trip. Yet the position of mirrors can be changed, the
number of output channels will stay the same. Figures 5.2c, d show cavities designs
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Fig. 5.3 Emission spectra of bare diode and volumeBragg laser (VOBLA) at different temperatures
(a), emission spectra of single mode VOBLA (b) [27]

for coupling of the higher order modes of the LD. In this case, the reflecting VBG
is placed in one arm of the mode and the other arm serves as output channel. Such a
design requires high diffraction efficiency of the grating to provide maximum output
performance unlike the other designs where diffraction efficiency has to be adjusted
to maximize the laser performance. Cavity design based on higher order modes gen-
eration is suitable for wide stripes emitting diodes, since it was noticed that in this
case they have greater gain.

Figure 5.3 represents temperature stability of the VBG stabilized laser diode in
comparison with bare diode and spectral narrowing effect. Moreover, due to high
transparency of HOE on PTR glass there are almost no losses in resulting output
power.

Recent study of VBG based external cavity LD, shows that implementation of
the grating inside such cavity significantly increases its selective properties. For
instance, the grating analysed here [28] was recorded for the 1055 nm wavelength
with Bragg angle of 30.7° and thickness of 1.3 mm. One can estimate its spectral
selectivity as ~2 nm. The used cavity was the one depicted in Fig. 5.2a with trans-
mitting VBG. Obtained emission spectra from such cavity design reveal laser output
just on two longitudinal modes with separation of 100 pm and bandwidth of each
one approximately 4–8 pm (Fig. 5.4).

Same as conventional ways of LD stabilization such as Littrow scheme and
Litman-Metcalf configurations using standard diffraction gratings external cavities
based on the VBG can provide tuning of the source output emission. By simple
rotation of the grating, we can achieve tunability along all gain spectra of the semi-
conductor crystal, which can be really huge, up to 60 nm. An example of such tuning
is shown on Fig. 5.5.
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Fig. 5.4 Emission spectra of laser diode source with (1) and without (2) grating (a), detailed view
of the emission line (b) [28, 29]

Fig. 5.5 Emission spectra of
the external cavity laser
diode with different angles
of VBG

5.2.2 Imaging Holograms for Collimator Sight

Holographic collimator sights design follows from the development of the classical
collimator sights. Such adesignprovides greater transparencyof theworking aperture
in comparison with the classic collimator, in which aperture can be coloured due to
the use of anti-reflective (AR) coatings, as well as greater parallax suppression. As
these sights have open designs, both eyes can be aimed. A shooter can use peripheral
vision and engage more effectively. Also due to hologram properties, the scope will
be very resistant to various injuries and pollution. Since the hologram is recorded
over the entire aperture area, the sight remains in working condition with partial
pollution and damage. In addition, one of the best advantages to the conventional
scopes is the absence of the flare towards the target, which is crucial in combat.

Basic elements of a holographic sight are shown in Fig. 5.6. Operation principle of
holographic collimator sights can be briefly described as follows. Radiation from the
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Fig. 5.6 Schematic image of first holographic collimator gun sight [30]

light source falls on the recorded hologram that creates an image of the recordedmark
at the image plane. The hologram mimics the laser pointer effect with the difference
that in this case there is no radiation towards a target. Obviously, the holographic
element plays a key role, illuminated at a certain angle it reconstructs the reticle
image at the image plane. Since the process of reconstruction of a hologram is very
sensitive to the radiation wavelength and to the degree of collimation, additional
optics of the formation of the illuminating beam is required.

Holographic elements used in existing sights are recorded on holographic plates
Agfa 8E76 HD using a krypton laser (676 nm) [30]. However, dichromic gelatine
has several disadvantages, such as high moisture sensitivity and the inability to get
high hologram thickness [31]. The high value of refractive index modulation allows
create a grating with diffraction efficiency greater than 90% at a thickness of several
tens of microns. It should be noted that such high values of the refractive index (order
of 10−2) are not attainable in photorefractive crystals and glass. At the same time,
VBGs cannot be recorded on the thicknesses of more than one hundred micrometres
in thismaterial, primarily due to the inhomogeneity of the thick layers of themedium.

On the other hand, high transparency of PTR glass in visible range (above 90%
without AR coating) opens a new field of applications with strict requirements to
transmission in observation channel, such as the collimator sight. For instance, typical
transmission of a HOE with 90% diffraction efficiency recorded on a PTR glass is
shown in Fig. 5.7.

Application of PTR glasses can solve problem of mark image stabilization, which
is necessary due to the instability of laser diode source used in such scopes. This prob-
lem is to date solved by addition in the optical scheme of achromatizing diffraction
elements such as additional thin gratings, complex two-cavity mirrors or compound
objectives. Wavelength shifts, caused by changes in laser diode temperature, can be
eliminated through spectral selectivity of a thick hologram recorded on a PTR glass.
While the central wavelength of laser diode shifts, recorded hologram continues to
reconstruct image of mark on proper angle—thus maintaining the position of mark
in target plane.
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Fig. 5.7 Transmission of the
HOE in the visible range

Fig. 5.8 Photo of a
reconstructed image of a
volume holographic mark
[29]

Moreover, redistribution of energy in diode output spectrum leads to insignificant
lowering of intensity of the mark that can be easily levelled by diode power output
adjustment. Since the diffraction efficiency of PTR glass holograms can achieve
values of 99%, intensity required for mark observation is rather low. Worth to note
that up to date materials used for mark recording are vulnerable to external factors
such as moisture and mechanical damage, which leads to the need of additional
cover for holograms. With the use of PTR glasses, since they are highly resistant to
external factors, there is no need of additional protection of the observation channel.
The observable image of holographic mark recorded in a PTR glass is shown in
Fig. 5.8. This holographic element can be directly installed in the optical design of
the collimator sight shown at the Fig. 5.6.
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5.3 Optical Amplifiers and Lasers Based on PTR Glass

5.3.1 Optical Amplifiers

Optical amplification has been demonstrated in a PTR glass doped with rare earth
ions (Er3+ and Yb3+) laser assembly. The concentration of ytterbium ions was 17.8×
1020 cm−3 and the concentration of erbium ions was varied from 0 to 2.26×1020

cm−3. Results showed that the introducing rare earth ions into the virgin PTR glass
did not change its photosensitive properties. The experimental spectral dependences
of the gain/loss coefficient for various pump power are shown in Fig. 5.9.

As the pumping power increases, the absorption spectrum transforms into a gain
spectrum. The gain coefficient at wavelength of 1.55 μm was close to commercial
Yb-Er silicate glass and achieved g�0.016 cm−1. The gain is obtained on the samples
with aminimum erbium-ion concentration NEr �0.26×1020 cm−3 and NEr �0.56×
1020 cm−3. Increasing the erbium-ion concentration reduces the gain coefficient
(Fig. 5.10).

Today the highly concentrated ytterbium-erbium glasses are used for fabrica-
tion of space-saving erbium doped waveguide amplifiers (EDWAs) working at 1.5
microns wavelength. The architecture of such space-saving EDWAs includes itself
three key elements which are located on one substrate: (i) wavelength division mul-
tiplexing WDM element for combining pumping channel (0.98 μm) with signal one
(1.53–1.56 μm) consist, (ii) waveguide amplifier, and (iii) Bragg grating for flat-
tening the gain spectrum. Such packaging is named hybrid integration of different
elements made from different materials. The use of different materials with different
thermal expansion coefficients is a bottleneck in such approach. The combination of
ion-exchangeable, laser and holographic properties into the laser polyfunctional PTR
glass substrate allowed us to suggest a monolithic integration of WDM, amplifier

Fig. 5.9 Gain/loss spectrum
of PTR glass ceramics with
various pump power. NEr �
0.26×1020 cm−3, NYb �
17.6×1020 cm−3 [29]
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Fig. 5.10 The concentration dependence of the gain in the PTR glass ceramics. NYb �17.6×1020

cm−3. Pump power 590 mW

Fig. 5.11 Schematic description of a hybrid integration (a) of three elements: (i) WDM, (ii) ampli-
fier channel and (iii) Bragg grating playing a role of spectral flattening filter that madewith the use of
three materials andmonolithic integration (b) of these elements made with the use of polyfunctional
PTR glass

channel and Bragg grating. Using the PTR material-substrate together in the mono-
lithic approach is more attractive in comparison with hybrid integration (Fig. 5.11).
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5.3.2 Distributed-Feedback/Distributed Bragg Reflector
Lasers

The concept of distributed-feedback (DFB) lasers was originally demonstrated in
1971 [32], where the 1st laser output was achieved from a gelatin film on a glass
substrate (Fig. 5.12a). The feedback of such a laser is provided by coherent Bragg
scattering, from a periodic spatial variation of the gain medium refractive index or
the gain itself. Two years later [33] generation on a similar structure in the GaAs
(Fig. 5.12b) at liquid nitrogen temperatures was demonstrated. Benefits of such laser
design are pretty obvious as Bragg grating acts as a selective mirror with very narrow
reflection bandwidth and thus provide narrow spectra output emission. Since then
DFB lasers had a great development but with no results concerning the creation of
solid state DFB lasers.

Doping PTR glasses with rare earth elements provides access to the construction
of DFB and distributed Bragg reflector (DBR) lasers since such medium possess
both laser and holographic properties. Recently, the first results on laser action on
PTR glasses have been reported by Sato et al. [34] and Ivanov et al. [35]. In the
first work [34] a glass sample with concentration of Nd ions about N�1.38 × 1020,
which is similar to that used in commercially manufactured Nd:YAG crystals, and
1.93 mm thickness was used. Despite lack of AR coatings on the active element sur-
faces it showed good performance with overall slope efficiency of 24% (Fig. 5.13a)
and 110mW output power. Yet the correct estimation of round trip losses (L) was not
made in [34], which is general parameter of an activemedium that affects overall laser
performance. The measured value of L was rather large ~2.6% but authors connected
it with the absence of AR coatings. Later on, generation on heavily Nd-doped PTR
glass has been achieved [35], using a 2.5 × 1020 concentration of Nd3+ ions in pre-
pared samples, reached value of that was twice from the one of previous study. Unlike
in the previous work, authors used AR coatings and a 9mm long sample to maximize
the pump absorption. Our calculations show that PTR glass itself, due to outstanding
homogeneity, possesses a relatively low round trip losses (0.26%), which is com-
parable with commercially fabricated Nd:YAG crystals. However, increase in Nd3+

concentration negatively affects lasing slope efficiency of PTR glasses, since with
the output coupler of 1% only 16% slope efficiency has been achieved (Fig. 5.13b).

Fig. 5.12 Schematic image of DFB laser on polymer (a) [32] and DFB laser on semiconductor
GaAs (b) [33]
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Fig. 5.13 Laser action of Nd-doped PTR glass with concentration of ~1.38 × 1020 (a) [34] and
heavily doped N�2.5 × 1020 (b) [35]

Yet, it is not clear why with definitely low round trip losses one could not reach 24%
slope efficiency of the previous study.

Further investigations made towards DFB/DBR action on PTR glass showed that
recording of the grating inside PTR glass does not affect the lasing properties. For
instance, laser action in DFB/DBR configuration on Nd and Yb doped PTR glass
was demonstrated [36]. In this experiments glass samples with 10–15 mm length
with 2% of RE ions content were used. Both samples had VBG recorded inside the
volume and basically DFB and DBR configurations differences as in the position of
the dichroic mirror (Fig. 5.14), that is sort of inaccurate. Still, the authors achieved
output radiation from both setups and on both types of PTR glasses (Nd and Yb
ones). Nd laser was operating in pulsed regime DBR configuration and had a narrow
emission line with slope efficiency of 15%, yet there was no information about pulse
to pulse stability of output wavelength. The observed emission spectra shows narrow
line with 30 pm bandwidth, but it is unclear if it is single mode operation or if
there are several longitudinal modes since this observation was limited to spectral
analyzers bandwidth. It was also noticed that with increase in pump power a red shift
in emission wavelength occurs. This effect was found for both setups and overall
value of the wavelength shift for Nd glass is estimated to be 350 pm.

Concerning to the Yb doped glass it is seen to perform in a CW regime using DFB
configuration. A 10–13% slope efficiency was achieved, depending on the output
direction. As well as in Nd laser it presents a red shift of operation wavelength of
about 150 pm. The wavelength drift can be mainly explained by the glass thermal
expansion which leads to a grating period change. Since PTR glasses present small
refractive index changes with temperature, dn/dT<1 ppm/K, and thermal expansion
coefficient of 9.5 ppm/K, this problem can be circumvented by proper cooling of the
glass. One can also see that slope the efficiency drops in described experiment, but
it stays unclear which factor will be responsible for this behavior, either increase of
RE concentration or grating recording itself.
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Fig. 5.14 Experimental
setups of DBR (a) and DFB
(b) lasers 1—dichroic mirror
with high transmission for
pumping radiation and HR
for signal at normal
incidence (a) or at 45°,
2—lens, 3—Nd or Yb doped
PTR glass slab with a 99%
diffraction efficiency Bragg
mirror

5.4 Optical Waveguides in PTR Glasses

The typical PTR glasses contains about 15 mol% of sodium oxide. This allows to
consider the PTR glass as ion-exchangeable medium and use an ion-exchange (IE)
technology for optical waveguides fabrication.

Glass IE technology was established in 70s and is nowadays straightforward
towards the formation of optical waveguides and glassware mechanical strengthen-
ing [37–39]. Many advantages can be found in ion-exchanged waveguides on glass
substrates, as for example quite low optical losses, excellent optical fibers compati-
bility, and both good mechanical and thermal stabilities. The IE waveguides process
fabrication is simple and low-cost, as it does not require sophisticated instrumen-
tation. Thus, simultaneously treatment of many samples can be easily carried out,
enabling mass production and providing the required flexibility towards industrial
processing. In addition, the refractive index profiles formation mechanisms in IE
waveguide structures have been extensively investigated, in such a way that detailed
crucial information can be easily found in literature [40–43].

For example, the low-temperature replacement of sodium ions in a glass by silver
ions from a salt melt (Na+glass ↔ Ag+salt) is known to give rise to an increase in
refractive index. This behavior is coming from the polarizabilities differences of
the exchanging cations. For waveguides formed by the replacement of glass sodium
ions by other alkali cations, as potassium, rubidium or cesium, the obtained refractive
index profiles not only coming from differences in the polarizabilities of ions under
exchange but also due to the photoelastic effect, emerging at the expenses of the
compressive mechanical stresses in the waveguide plane [38]. The physico-chemical
properties of a glass surface significantly change due to these stresses. Particularly,
the exchange of alkali cations having different ionic radii such as Na+glass ↔ K+

salt,
causes increase in the microhardness, mechanical, thermal and optical durability
of glass surface layers [44]. Under this compliance, regardless of the waveguide
layer formation, the low-temperature IE can substantially enhance the glass surface
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Fig. 5.15 Refractive index profiles of waveguides formed by the Na+ ↔ Ag+ IE. T�350 °C and
duration is (1) 15 min, (2) 30 min, (3) 1 h, (4) 2 h, and (5) 3 h

physico-chemical properties [45–47]. IE in PTR glasses was first carried out by
Sgibnev et al. [48], which investigated the influence of PTR glass composition on
the absorption spectra after the silver IE.

The optical waveguides in PTR glasses under analysis here have been prepared
with the use of exchange of Na+glass ↔ Ag+, K+, Rb+, Cs+salt from melt of the corre-
sponding nitrate (0.1AgNO3/99.9NaNO3 mol% nitrate mixture used for the silver
IE). For Na+glass ↔ Ag+salt optical waveguides no birefringence has been observed,

observation that is consistent with the similarity of ionic radii of sodium (0.98 Å)
and silver (1.15 Å). In graph of Fig. 5.15, where the waveguides refractive index
profiles are plotted for different IE times, an increase from 15 min to 3 h leads to an
increase in the waveguide depth up to 27 μm. The area under the curves is also seen
to increase, indicating the increase in silver concentration in the surface layer. At the
same time, the refractive index increment at the glass surface does not significantly
change. This indicates a complete ion exchange taking place at the glass surface,
where the silver-to-sodium ratio reaches the equilibrium magnitude. The maximum
refractive index increment �n for the Ag+-waveguides in the experiments reached
0.0141 (Fig. 5.15).

The absorption UV edge presents a long-wavelength shift after the silver IE, in
such a way this shift being known [49] it can be related with the absorption of dif-
fusing silver ions which is characterized by an absorption band centered at 225 nm.
There are no absorption bands in the visible or NIR range after the silver IE, allowing
the use in optical waveguides formed in PTR glass in the wide optical range [29]. In
case of Na+glass ↔ Ag+salt IE the silver ions can be transformed into luminescent silver
molecular clusters or plasmonic metallic nanoparticles by subsequent thermal treat-
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Fig. 5.16 Refractive index profiles of K+-waveguides for the TE and TM polarizations. The IE
temperature and duration were 350 °C and 6 h respectively. The inset shows the birefringence

ment at temperatures 400–500 °C. Such treatment allows to fabricate luminescent
or plasmonic waveguides with a very strong surface plasmon resonance that can be
used for chemical and biological sensors [50, 51].

Along the ion exchange Na+glass ↔ (K+, Rb+, or Cs+)salt, both differences in the
polarizabilities and ionic radii from K+ (1.33 A°), Rb+ (1.52 A°) to Cs+ (1.67 A°)
[52] are expected to influence the refractive index changes.

The refractive index profiles of K+-waveguides obtained at IE temperature of
350 °C and duration of 6 h, are plotted in graph of Fig. 5.16 for both TE and TM
polarizations. Thebirefringencemagnitude at the glass surface, δ�nTM −nTE, attains
0.0024 decreasing over the waveguide layer depth.

One can relate the magnitudes of compressive stresses σ and birefringence δ in a
waveguide are interrelated by using the expression:

σ � δ/B � (
nTM − nTE

)
/B, (5.5)

where nTM and nTE are the waveguide refractive indices respectively for the TM and
TE polarizations, and B is the stress optical coefficient. The birefringence profile and
corresponding stresses are displayed in Fig. 5.16 inset in terms of waveguide depth.
Results show that high compressive stresses of 880 MPa can be attained at the PTR
glass surface. Experimental data showed an increase in Vickers microhardness of
PTR glass from 554MPa before the potassium IE to 655MPa after the IE carried out
at 350 °C for 6 h. The maximum refractive index increment attainable for the K+-
waveguides is 0.0107. By increasing IE temperature from 350 to 420 °C a decrease
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in the refractive index increment can be observed, the behavior is associated with
stress relaxation.

As rubidium ions are larger in size than the sodium ones they will present smaller
mobility and diffusion coefficients in glass when compared to those of potassium
ions. For this reason, longer periods were used to prepare the single and two-mode
waveguides, 9 h and 18 h respectively, at the temperature of 350 °C. The maximum
waveguide characteristics obtained for the Na+glass ↔ Rb+salt IE at 350 °C were refrac-
tive index increment of �n�0.025, for 18 h IE and birefringence of δ�0.0035, for
9 h IE. A waveguide depth of ~12 μm was attained rubidium IE at 420 °C for 18 h.
The high birefringence value attained corresponds to stresses of about 1.2–1.3 GPa.

With respect to cesium ions which present the greatest ionic radius and, conse-
quently, the lowest mobility in the glass, the respective Cs+-waveguides prepared at
T�420 °C for 18 h, presented a refractive index increment of �n�0.0512, bire-
fringence of δ�0.002, and a 3 μm depth.

With respect to absorption spectra, no significant changes have been observed
when using K+, Rb+, and Cs+ as diffusants in a wide spectral range from the UV to
the IR in contrast to the Ag+-waveguides.

The optical losses of the ion-exchanged waveguides do not exceed 0.5 dB/cm at
633 nm. Thus, the ion-exchangeable properties of the PTR glass are comparable with
ones of commercial optical glass of BK7 and BGG31 used for optical waveguides
fabrication [53].

5.5 Photoetchable PTR Glass for Microfluidic, MEMS
and MOEMS Devices

The technology of chemical etching the fluoride PTR glasses has already been devel-
oped [54]. The rate of etching the crystalline phase is much higher than one for the
glass host by factors of 6–10, depending on HF concentration in the aqueous solu-
tion [54]. The dependences of etched layer thickness for fluoride PTR glass and
glass ceramics on duration of chemical etching in the 3 N HF solution are shown
in Fig. 5.17. It is obvious that glass ceramics presents higher etching rate than the
fluoride PTR glass. So, the fluoride PTR glass can be compared with well-known
photoceramics as FoturanTM (Schott, Germany), FotoformTM (Corning, USA) and
PEG3TM (Hoya, Japan) with etching rates of 15–20 between the crystalline phase
and the glass host, that have successfully been used for the fabrication of 3D hollow
microstructures, microfluidic devices, micro-total analysis systems (μTAS), micro-
electro-mechanical systems (MEMS) and micro-opto-electro-mechanical systems
(MOEMS).

At the same time holographic properties of the FoturanTM and PEG3TM [55]
greatly concede the PTR glass ones.

To demonstrate photostructurable properties of the PTR glass the Russian abbre-
viation of the ITMO University was chemically etched (Fig. 5.18).
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Fig. 5.17 Etched layer thickness versus the duration of chemical etching in the 3 N HF solution
for PTR glass and PTR glass ceramics obtained by heat-treating the UV irradiated PTR glass at
500 °C for 10 h

Fig. 5.18 UV irradiated throughmask and heat-treated fluoride PTR glass (a). Subsequently chem-
ically etched PTR glass (b) [29]

It should be noted that combination of photoetchable and ion exchangeable prop-
erties of the PTR glass could open prospects for developing new microfluidic and
plasmonic devices. With respect to this it was shown that silver IE can impart the
hydrophobic properties to glass surface [56]. For this reason, it is possible to improve
the chemical durability, microhardness and hydrophilicity of microfluidic channels
formed in the bulk of PTR glass substrate. As mentioned above, silver ions in the ion
exchange layer can be transformed into either luminescent silver molecular clusters
or into plasmonic silver nanoparticles, allowing to develop integrated microfluidic-
plasmonic sensors.
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Fig. 5.19 Luminescent silver clusters (a) and plasmonic silver nanoparticles (b) formed by silver
ion exchange and subsequent heat treatment inside of the hollow structures in volume of the fluoride
PTR glass

Fig. 5.20 Photos of chloride PTR glass luminesce. a Photo of PTR glass containing 1 mol% Cl
after UV irradiation with various doses. The exposure duration (sec) that sets a dose is (1)—0.5 s,
(2)—1 s, (3)—5 s, (4)—50 s, (2)—500 s. b Photo of UV irradiated and heat treated (1 h 400 °C)
chloride PTR glass differing in chlorine concentration. The chlorine concentrations (mol%) being
(1)—0, (2)—1, (3)—2

For example, we realized luminescent clusters and plasmonic nanoparticles inside
of the hollow structures in volume of the fluoride PTRglass by ion exchange ofNa+glass↔ Ag+salt and following thermal treatment (Fig. 5.19).

5.6 Phosphors Based on PTR Glass for LEDs
and Down-Converters for Solar Cells

Luminescent silver molecular clusters (MCs) and complexes like “silver-halide” can
be precipitated in the PTR glass by using ion-exchange technique or can be formed
in the bulk of PTR glass host by UV radiation and subsequent heat treatment. These
clusters and complexes have a broadband luminescence in the visible and NIR range
under UV excitation [8, 57–60]. At the same time luminescent properties of the PTR
glass have a strong dependence on glass composition and treatments (UV irradiation,
heat treatment) parameters (Fig. 5.20).
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An increase in luminescence intensity of the PTR glass after UV irradiation is
caused by transform of silver ions Ag+, and charged MCs Ag+n (n�2–4) to neutral
state during UV irradiation and also by increasing neutral silver MCs concentration
and size during subsequent heat treatment below the glass transition temperature.
Luminescence intensity also depends on the concentration of halides in PTR glass
[57]. Absolute quantum yield of silver clusters formed in PTR glass bulk reaches
50%. Formation of silver nanoparticles leads to decrease in luminescence intensity
due to the decrease of MCs concentration and the appearance of plasmon resonance
absorption band in the visible [57].

Thin layers with high concentration of luminescent silver molecular clusters can
be formed by the silver ion exchange [8]. Spectra of the silver MCs formed in the
bulk and surface layers of the PTR glass are quite similar (Fig. 5.21). The intensity
and spectral region ofMCs luminescence strongly depend on PTR glass composition
as well as the temperature and duration of subsequent heat treatment. Luminescence
efficiency grows with increasing of heat treatment temperature up to 450 °C, that
can be associated with increasing concentration of silver molecular clusters. Heat
treatment at temperature higher than the glass transition temperature (464 °C) results
to formation of silver nanoparticles and luminescence quenching in the visible [8].
Concentration of reducing agents (Ce3+, Sb3+) existing in the PTR glass also signifi-
cantly affects the luminescence efficiency. Increasing CeO2 or Sb2O3 concentration
in the PTR glass composition leads to luminescence quenching that can be caused
by the formation of larger clusters that have weak luminescence in the visible and/or
concentration quenching. Ion-exchanged PTR glasses with silver molecular clus-
ters reveal white light emission and high absolute quantum yield (up to 63%) [61].
Figure 5.22 shows photo of silver MCs emission under UV excitation. Lumines-
cent silver MCs formed in both planar waveguides and optical fibers can be used as
concentrator for solar cells or temperature sensors.

As conclusion, the PTR glass can be successfully used as phosphors for white
LEDs or down-converters for solar cells [62]. It should be pointed out, that these
luminescent clusters and complexes could be formed in defined local spots of the PTR
glass substrate by laser radiation. It allows creating complicated light architecture
from luminescent centers.

5.7 PTR Glass for Optical Information Storage

The bright luminescence of neutral silver molecular clusters in PTR glass makes pos-
sible to record optical information in them by UV nanosecond laser irradiation. If the
PTR glass was preliminary irradiated by the UV radiation into the absorption band
of Ce3+ ions the UV nanosecond laser irradiation results in the silver clusters lumi-
nescence quenching (Fig. 5.23a). By not preliminary irradiate the PTR glass with the
UV nanosecond laser, this results in neutral silver clusters luminescence appearance
(Fig. 5.23b). The subsequent thermal treatment above the glass transition tempera-
ture results in the silver nanoparticles growth in the irradiated zones (Fig. 5.24b–d)
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Fig. 5.21 Luminescence spectra of silver MCs formed in the bulk of preliminary UV irradiated
(1) and in ion exchanged surface layer (2) of subsequently heat treated at 400 °C for 3 h PTR glass
(λex �360 nm) [29]

Fig. 5.22 Luminescence of silver MCs in fiber after 15 min (a) and 15 h (b) of the silver IE.
Luminescence of silver MCs in the surface of the PTR glass after the silver IE (320 °C, 15 min)
and subsequent heat treatment at 400 °C for 3 h (c). λex �405 nm

[57, 63–65]. By varying the glass composition the luminescent (Fig. 5.24b) or non-
luminescent (Fig. 5.24c) silver nanoparticles can be grown in the irradiated zone.
It can be seen from Fig. 5.24d that the formation of nanoparticles led to the local
change of the glass color to yellow, reddish or brown. The described effects can be
used for the optical information recording by the local change of glass luminescence
or absorption.
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Fig. 5.23 Negative and positive luminescent images in PTR glass plates irradiated through the
mask by the UV nanosecond laser radiation with (a) and without (b) the preliminary irradiation by
the UV mercury lamp [29]

5.8 Sensors Based on PTR Glasses

5.8.1 Luminescent Thermo-sensors

PTR glasses can be successfully used for the fabrication of luminescent thermo-
sensors. The effect of temperature on the luminescence quenching of silver neutral
MCs in PTR glass is illustrated in Fig. 5.25. As seen, the shape and location of the
luminescence maximum on the wavelength scale remain intact under an increase
in temperature (Fig. 5.25a), whereas the intensity of luminescence decreases [9]. In
particular, an increase in temperature from −10 to +250 °C causes a decrease in
the integrated intensity of luminescence by a factor of 25. Notably, the temperature
dependence of the luminescence intensity shows no hysteresis and can be multiple
times reproduced. Such properties of PTR glassesmake thempromisingmaterials for
the luminescent temperature sensors. The temperature dependence of luminescence
intensity of PTR glass from−10 to +250 °C temperature range can be approximated
quite satisfactorily (see Fig. 5.25b) by empirical function as follows:

I � 0.9(0.55 exp(−T/25)) + 0.25 exp(−T/150) (5.6)

The former term is responsible for the low-temperature dependence while the
second term is accounting for the high-temperature dependence. Complex nature
of the function is associated with the presence of several types of silver molecular
clusters in a glass.
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Fig. 5.24 Luminescence of irradiated zones after UV laser action (a, b, c). a without thermal
treatment; b, c after thermal treatment above glass transition temperature for PTR glass without
chlorine (b) and with chlorine (c). λex �360 nm. d image of irradiated zone after thermal treatment
above the glass transition temperature

Also the fluoride PTR glasses doped with rare earth ions (for example, Er3+)
can be used for the fabrication of luminescent thermo-sensors operating in a wide
temperature range (from −100 °C up to +500 °C). In this case, several effects can
be used for measurement of temperature: (i) temperature deformation of profile of
luminescence spectra, (ii) change of luminescence peaks of thermo-coupling levels,
and (iii) temperature dependence of erbium luminescence life time [66]. Figure 5.26
shows emission spectra of Er-doped PTR glass at different temperatures.
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Fig. 5.25 The effect of temperature on the luminescence of PTR glass subjected to the UV irra-
diation and subsequent heat treatment. a The luminescence spectra recorded at temperatures of
(1) −10 °C, (2) +25 °C and (3) +200 °C. b Normalized dependence of the integrated intensity of
luminescence on temperature. λex �360 nm [29]

5.8.2 Plasmonic Sensors

Some technologies of control of concentration, size and shape of silver, metallic
nanoparticles in bulk of the PTR glasses and on its surfaces (Fig. 5.27) have been
developed for plasmonic sensors. The technologies allowed us to precipitate high
concentration of silver nanoparticles with size of 10–100 nm in the PTR glass sur-
face. The absorption coefficient of the plasmonic peak achievesmore than 1000 cm−1.
These silver nanoparticles can have different shape: spherical, ellipsoidal and cubical.
Some applications within this line have been demonstrated, as for example chem-
ical and biological sensors based on localized surface plasmon resonance spectral
position.

Silver nanoparticles can be formed on the surface of PTR glasses by the thermal
treatment in reducing atmosphere or by the laser ablation or even evaporation of
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Fig. 5.26 Temperature deformation of profile of luminescence spectra (a), change of luminescence
peaks of thermo-coupling levels (b). NEr �2.26×1020 cm−3, Ppump �30mW, λex �975 nm

Fig. 5.27 AFM-image of silver nanoparticles on surface of the PTR glass [29]

the glass surface [63, 67–69]. For the last case, silver nanoparticles are covered by
a 3–5 nm thick SiO2 shell. Figure 5.28 shows the spectral position of the plasmon
resonance peaks for the silver nanoparticles with (a) and without (b) dielectric shell
on a PTR glass surface in air and in water. For the first case, the plasmon resonance
spectral shift is 6 nm, while for the second case is 13 nm [70], which sufficient for
the application in sensors elated with environment refraction index measurements.



5 Photonic, Plasmonic, Fluidic, and Luminescent Devices … 109

Fig. 5.28 Spectral position of the plasmon resonance peaks for the silver nanoparticles with (a)
and without (b) dielectric shell on a PTR glass surface in air (1) and in water (2) [29]

5.9 Conclusions

Today one of the promising trends in photonics and plasmonics is miniaturization
and integration optical elements on a single substrate. It becomes possible with using
polyfunctionalmaterials that allows applying various technologies and combine itself
properties of several monofunctional materials. In this work new polyfunctional flu-
oride, chloride and bromide PTR glass were described. Photo-thermo-induced crys-
tallization, ion exchange, and chemical etching technologies can be implemented in
the new PTR glasses for various applications. Based on new fluoride, chloride and
bromide PTR glass some examples of design and fabrication of novel photonic, plas-
monic and microfluidic devices have been demonstrated as for example holographic
volume Bragg gratings for diode lasers, optical amplifiers, lasers, optical and plas-
monic waveguides, hollow structures, thermo- and biosensors, phosphors for LEDs
and down-converters for solar cells.
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Chapter 6
Mitigation of Speckle Noise in Optical
Coherence Tomograms

Saba Adabi, Anne Clayton, Silvia Conforto, Ali Hojjat, Adrian G. Podoleanu
and Mohammadreza Nasiriavanaki

Abstract Optical Coherence Tomography (OCT) is a promising high-resolution
imaging technique that works based on low coherent interferometry. However, like
other low coherent imaging modalities, OCT suffers from an artifact called, speckle.
Speckle reduces the detectability of diagnostically relevant features in the tissue.
Retinal optical coherence tomograms are of a great importance in detecting and
diagnosing eye diseases. Different hardware or software based techniques are devised
in literatures to mitigate speckle noise. The ultimate aim of any software-based
despeckling technique is to suppress the noise part of speckle while preserves the
information carrying portion of that. In this chapter, we reviewed the most prominent
speckle reduction methods for OCT images to date and then present a novel and
intelligent speckle reduction algorithm to reduce speckle in OCT images of retina,
based on an ensemble framework ofMulti-Layer Perceptron (MLP) neural networks.

6.1 Introduction

Optical imaging uses light to interrogate the morphological information of the com-
partments within a sample tissue. Optical imaging technologies can represent the
internal structure of the sample across a range of spatial scales from micrometers to
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Fig. 6.1 Principle of a confocal microscopy

centimeters. Confocal microscopy (CM) and optical coherence tomography (OCT)
are twomodalities which workwith the same principle. In CM [1], point illumination
with a spatial pinhole is used in an optically conjugate plane in front of the detector
to eliminate out-of-focus light (see Fig. 6.1).

In CM, the depth resolution (�z) is inversely proportional to the square of the
numerical aperture (NA) of the microscope objective lens (see (6.1)).

�z � 2nλ0

N A2
(6.1)

where λ0 is the central wavelength of the source, n is the refractive index of the
medium, d is the beam diameter at the objective lens, and f is the objective lens focal
length [2]. NA can be approximated by:

N A ∼ d

2 f
(6.2)

Some parts of an OCT are borrowed from the confocal microscopy setup. The
OCT principle of operation of is basically interferometry [3, 4]. Different interfer-
ometer configurations can be used to implement an OCT system [5]. Michelson
interferometer is the most common one which is implemented using either a beam
splitter or a directional coupler [5], together with a reference mirror, microscope
objective lenses and a photodetector (Fig. 6.2). An OCT image is constructed based
on the principle of time of flight [6]. The interferometry is used to magnify the very
small time delay between the backscattered light returned from the sample and the
reflected light from a reference mirror (Fig. 6.2). The basic components of an OCT
system are a low coherent light source, to be able to have depth sectioning capabil-
ity; a beam splitter to split light between two arms; a reference mirror, and some
opto-electronic components such as objective lens and XY galvo-scanner [7]. The
schematic of an OCT system is shown in Fig. 6.2.
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Fig. 6.2 Left: Simplified configuration of OCT systems, OCT source (Swept laser source or a
broadband source), PD: Photodetector/SP: spectrometer, OFC: optical fiber coupler, L: Lenses,
Right: a an original OCT image, b a despeckled OCT image

In this configuration, the optical source couples light into an optical fiber. The
light is then split into two paths through the coupler/beam splitter, depending on the
splitter ratio, a portion of light goes towards a sample arm and the rest towards a
reference arm. The beams reflected from the reference and sample arms are recom-
bined after passing through the coupler again. The recombined signal is collected by
a photodetector. From interference theory, the photodetected signal is:

i(x) � k

[
Rs + Rr + 2

√
(Rs + Rr )

∏
cos

(
2π

λ0

)]
P0
2

(6.3)

where k is the photodetector responsivity, Rs is the sample reflectivity, Rr is the ref-
erence mirror reflectivity,

∏
is the degree of polarization i.e. the degree of similarity

of the orientation of the electric fields of the two optical beams, and P0 the optical
power at the object. Given that the optical path length for the sample and reference
arms are Is and Ir , respectively, the optical path difference (OPD) between the two
optical paths in the two arms is x � |Is − Ir |. In (6.3), the third term represents the
interference signal, that is periodic and dependent on x and λ0. Let us say that the
optical source is broadband, such as a superluminescent diode (SLD). Each time the



118 S. Adabi et al.

Fig. 6.3 Relative orientation
of the axial scan (A-line), en
face scan (T-line),
longitudinal slice (B-scan)
and en face or transverse
slice (C-scan) [5]

reference mirror is moved by an extra λ0
2 (which determines a round trip OPD of

λ0), the photodetected signal exhibits a peak. A high pass filter is normally utilized
to filter out the d.c. components of the signal and separate the a.c. component. The
envelope of the OCT signal is retained by rectifying and filtering the signal ampli-
fied by the photodetector [8]. The strength of such signal versus the position of the
reference mirror, gives a reflectivity profile, designated as axial scan (A-scan or A-
line). A set of A-lines taken for different transversal positions of the incident beam
on the sample, will form a cross section image a so called B-scan. If the collection
of data is first performed transversally and then in depth, en face scan (T-line) and
transverse slice (C-scans) are generated, respectively. This is the principle of a time
domain (TD) OCT. The definition of A-line, B-scan and T-line, C-scan are illustrated
in Fig. 6.3.

The interference between the wavefronts, coming back from the reference and
sample arms, takes place onlywhen the optical path difference iswithin the coherence
length of the source. The coherence length, lc, is defined as the length over which a
wave maintains phase relations (6.4). The axial resolution, �z, of an OCT system is
determined as half of the coherence length of the source (6.5). The lateral resolution
in the focal plane is defined by (6.6) [6, 5]. In the (6.4) to (6.6), λ0 is the central
wavelength of the optical source and �λ is the full width half maximum (FWHM)
of the optical source spectrum. By blocking the reference arm and measuring the
optical power in the photodetector versus imaging depth, a profile is obtained of
which the FWHM is measured which is known as the confocal gate. There is also the
coherence gate which is directly proportional to the coherence length of the optical
source.

lc � 4 ln 2λ2
0

π�λ
� 0.88

λ2
0

�λ
(6.4)
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�z � lc
2

(6.5)

�x � 0.61λ0

N A
(6.6)

6.1.1 Optical Coherence Tomography

Optical coherence tomography (OCT) is a non-invasive, non-ionizing optical imag-
ing technique which works based on low coherence interferometry [4]. The OCT
image, is made of the transversal measurement over a biological sample of the mag-
nitude and time delay of backscattered infrared returned light [9, 5]. It is able to
provide high resolution images and moderate penetration depth, e.g., one to three
millimeters. OCT is currently utilized in several medical and biomedical applications
including dermatology [10–12], dentistry [13], oncology [14], and cardiology [15] in
addition to its initial successes in ophthalmology [16]. Recently, OCT has been used
as an optical biopsy method for differentiation among different tissues, e.g., healthy
versus tumorous [17, 18]. Quantitative analysis of OCT images through extraction
of optical properties has made OCT an even more powerful modality [19–21]. An
OCT system is characterized by several parameters such as imaging speed, lateral
and axial resolutions and penetration depth [22].

Optical coherence tomography is an advanced high resolution, non-invasive imag-
ing modality suitable to obtain three-dimensional (3D) images of microstructures
within tissues. Several modifications in both OCT hardware and software have
already been undertaken in improving these capabilities. Yet, OCT images are still
not free of artifacts [22], which are essentially arising from speckle noise, inten-
sity decay and blurring [23, 24]. Speckle degrades the OCT images quality masking
diagnostically relevant features, drawback which is common to other low coherent
imaging modalities, [25, 26, 13, 4]. With respect to blurring it mainly causes depre-
ciation of OCT images lateral resolution. Addressing these issues, OCT images need
to be enhanced in order to deliver microscopic features of biological samples more
effectively.

6.1.2 Speckle Reduction

In optical imaging systems, grainy texture on images is always imposed by speckle
reducing both signal-to-noise ratio (SNR) and their contrast-to-noise ratio (CNR).
Therefore, speckles impairs procedures towards image segmentation and pattern
recognition that are used to extract, analyze, and recognize image features. In OCT
imaging, if the central wavelength of the light source is equal to or larger than the
compartments within the sample under investigation, the interference of the reflected
light with different amplitudes and phases generates a grainy texture in the image
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called speckle. Speckle degrades the quality of OCT images, particularly the borders
of cellular layers [25]. The probability density function (PDF) of the speckle has been
approximated by Rayleigh distribution, or Rician distribution [27]. Speckle pattern is
highly dependent to themicrostructural content (size and density) of the sample being
imaged. Due to this correlation, speckle is also known to carry some morphological
information, thus is not appropriate to consider it as an image noise. This issue has
made finding a suitable solution to reduce the speckle quite challenging [28]. The
speckle reduction methods are categorized into two main categories: software based
and hardware methods [29, 19, 25, 30–36].

6.1.2.1 Hardware-Based Despeckling Methods

The most common hardware-based speckle reduction method is compounding. In
compounding techniques [37], partially de-correlated images acquired from station-
ary samples are averaged. The quantities to be averaged specify the compounding
procedure. Some of the quantities used in compounding methods are backscattering
angles, central wavelengths, polarizations, and displacements. These results in tech-
niques referred to as angular compounding, frequency compounding, polarization
compounding, and spatial compounding, respectively [38, 31, 39, 4]. For instance,
in the spatial compounding method, the averaging quantity is the tissue or the imag-
ing probe motion, which comes from the inherent imperfection of the scanners used
in the configuration of the imaging system [40]. In a study, five different algorithms
were used including averaging, random weighted averaging, random pixel selection
and random pixel selection plus median filtering to average their partially correlated
images obtained from the spatial compounding method (Fig. 6.4) [40]. Findings
demonstrated that the random pixel selection plus median filtering method is an effi-
cient, simple, and edge-preserving despeckling method compared to the common
averaging method.

6.1.2.2 Software-Based Speckle Reduction Methods

Software based speckle reduction methods rely on a mathematical model of the
speckle, and they can be classified into adaptive and non-adaptive filters. The former
are implemented based upon the local first order statistics, such asmean and variance,
while the latter are implemented based on the overall statistics in the image. Wiener
filter is one of the most popular adaptive methods [41, 42]. Some of the non-adaptive
algorithms are Kuwahara filter, Hybrid Median filter, Enhanced LEE filter (ELEE),
Symmetric Nearest Neighborhood (SNN), thresholding with fuzzy logic [43, 44].
Wavelet based despeckling has been a successful non-adaptive despeckling method
in which the image is decomposed into its wavelet bases, allowing to differentiate
noise components through some signal processing [29, 8, 45, 46, 22]. Considering
the importance of wavelet mother function in this method, Haar mother function
has proven a fast and efficient solution, enabling speckle noise reduction without
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Fig. 6.4 Results of spatial
compounding algorithms
performed on OCT images
of larynx: a original image,
enhanced image via b
averaging, c median filtering,
d random weighted
averaging, e random pixel
selection, f random pixel
selection plus median
filtering

substantially diminishing contrast or spatial resolution in the image [47]. An artifi-
cial neural network based (ANN) methodology towards speckle reduction has been
previously introduced [48–52]. In this methodology, speckle was modelled through
a single noise parameter Rayleigh distribution for the entire image. The algorithm
was successfully applied to Drosophila larvae OCT images, and it is believed to be
worth of further improvements towards better efficiency. ANN offers an intelligent
solution which reduces speckle while preserving the morphological information in
the image. In this method, the speckle is first modelled. The utilized model follows
Rayleigh distribution and is given by (6.7) [53, 54].

f
(
xi, j

) � xi, j e
−x2i, j
2σ2

σ 2
(6.7)

where xi, j is the image pixel and σ is the image noise variance (the so called noise
parameter). A cascade forward back propagation ANN is then used to estimate an
image noise parameter, after which a numerical solution to the inverse Rayleigh
distribution function is carried out [49]. The OCT images of Drosophila heart before
and after applying ANN based despeckling method are shown in Fig. 6.5.
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Fig. 6.5 C-scan images acquired from a Drosophila heart at depth of 300 μm. a Original image, b
de-speckled image

6.2 Intelligent Speckle Reduction Method

6.2.1 Artificial Neural Network

AnArtificial Neural Network (ANN) consists of an information processing paradigm
based on the manner human biological nervous systems, i.e., brain, use to analyze
information. Here the paradigm main component is the structure through which the
processing of information is performed. This structure consists of a large number of
neurons, i.e., highly interconnected processing components, that work constructively
and coherently to solve specificproblems. Similar to human,ANNs learn by examples
to perform in a specific application such as pattern recognition or data classification.
Mathematically, learning means adjustments to the synaptic connections between
the neurons. ANNs have capability to analyze complicated data; they can be used
to derive patterns and detect trends that are too complex to be analyzed by simple
computer techniques. A trained ANN can be thought of as an “expert”, in the given
problem. This expert will then be able to predict a solution/answer to new situations.
There are more advantages worth to be mentioned namely: (i) adaptive learning
which is the ability to learn how to do tasks based on the data given for training or
initial experience; (ii) self-organization consisting of creation of own organization or
representation of the information received during learning; (iii) real time operation
which means parallel computations capabilities; (iv) fault tolerance via redundant
information coding, which is the partial destruction of a network leading to the
corresponding performance degradation, although some network capabilities may be
retained even with major network damage. A neuron can be thought in a simple way
as a device having several inputs and a single output (Fig. 6.6). The neuron usually
has two operational modes: training and test. In the training mode, the neuron is
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Neuron

Learn/Use

Learning input

OutputInput

Fig. 6.6 A simple neuron representation

Fig. 6.7 A MCP neuron representation

trained to work/fire or not, for particular input patterns. In the using mode, the output
is generated according to the input/output list taught. However, if the input is not
found in the input/output list taught, the firing rule is used to determine whether to
fire or not.

With a more complex neuron, more complicated tasks can be performed that
cannot be already done in computers (Fig. 6.7). McCulloch and Pitts model (MCP)
is the complex neuron. In this model, the inputs are ‘weighted’, and each input has
a decision-making power depending on the weight of the input. The weight is a
constant value that is multiplied by the input. The weighted inputs are then added
together and compared to a pre-set threshold value. If the value is larger, the neuron
fires, otherwise not.

Having neurons with weighted inputs and a threshold makes them a small sophis-
ticated processing unit. In fact, by altering the weights and/or threshold of an MCP
neuron, the neuron has ability to adapt to any problem. Several algorithms exist that
reason the neuron to ‘adapt’, e.g., feedback networks (Fig. 6.8) that are frequently
used in a pattern recognition problem [55, 56].

6.2.2 Speckle Reduction Method

In the followings, a new scheme is presented, in which the image is segmented into
sections. Thereafter the MLP neural networks for different segments are used to esti-
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Fig. 6.8 An example of a
simple feed forward network

mate the noise parameter.With these steps and a numerical method, the segments and
image were de-noised. Further processing was performed to eliminate the blocking
artifact. The algorithm is carried out in two phases a follows. The training phase is
the first one where a Rayleigh noisy image generator is used. For this purpose 10 ×
10 pixels images were generated in MATLAB with sigma values (the single noise
parameter used in Rayleigh function) ranging from 0 to 255 in steps of 0.05. This
procedure is repeated 100 times for each sigma value, to generate numerous training
noisy images.

The average, standard deviation, and median were calculated from each segment
and its wavelet sub-bands for training. The frequency domain statistical knowledge
of the image was calculated from the wavelet sub-band images. A combination of
several MLP neural networks was used as neural network. The used algorithm flow
chart is displayed in Fig. 6.9. The main components of this framework are threeMLP
networks and a combiner which is responsible for the averaging process. Each of the
MLP networks is composed of 15 neurons in the input layer, 10 neurons in the hidden
layer and one output neuron for the estimation of sigma parameter. The combiner
accounts for averaging with L neurons in input layer, L neurons in hidden layer and
one output neuron which can estimate the sigma parameter in an ensemble. In the
case considered here L�3. In order to demonstrate the advantages of the ensemble
method over individual neural networks, let’s consider a number L of trained MLP
neural networks with outputs yi

(
x
)
for an input vector x. These estimate the sigma

values using the ith MLP neural network with an error ei with respect to the desired
sigma parameter value, h

(
x
)
. Under these conditions, yi

(
x
)
can be written as:

yi
(
x
) � h

(
x
)
+ ei (6.8)

In such a way that the sum of squared error for the network yi can be calculated
as follows:
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Fig. 6.9 Despeckling algorithm schematic diagram. Dotted boxes The blocks in the dotted box are
used in the training phase

Ei � ξ
(
yi

(
x
) − h

(
x
))2 � ξ

[
e2i

]
(6.9)

where ξ [.] stands for average or mean value expectation. So, the average error for
the MLP networks acting individually can be expressed as:

EAV � 1

L

L∑
i�1

Ei � 1

L

L∑
i�1

ξ
[
e2i

]
(6.10)

Committee prediction can then be obtained by averaging the yi outputs. The error
associated with this estimate will be:
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ECOM � (
yCOM

(
x
) − h

(
x
))2 �

⎡
⎣

(
1

L

L∑
i�1

yi
(
x
) − h

(
x
))2

⎤
⎦ � ξ

⎡
⎣

(
1

L

L∑
i�1

[ei ]

)2
⎤
⎦

(6.11)

Thus, using the Cauchy’s inequality one can show that ECOM ≤EAV.

ECOM � ξ

⎡
⎣

(
1

L

L∑
i�1

[ei ]

)2
⎤
⎦ ≤ 1

L

L∑
i�1

ξ
[
e2i

] � EAV (6.12)

The largest reliability in sigma estimation dispatched by the neural network took
place when using a Daubechies 4 (db4) mother function. The neural network gathers,
a total of 12 inputs: The transfer function, performance function, learning function,
network size, and number of hidden layers, were experimentally chosen in order to
attain optimum network reliability, defined as the percentage ratio of the difference
between the expected and estimated sigma values over the expected sigma value. The
sigma estimator network largest averaged reliability, measured over 20 runs, was of
99.3%.

The second phase will be testing. As shown in the despeckling flowchart of
Fig. 6.9, the OCT image is initially segmented in terms of homogeneity. As in
the training stage, the same pre-processing is applied to each image, after which
the statistical features are extracted from each image segment and used as input
of the neural network. The trained network is then used to estimate each segment
Rayleigh noise parameter [10]. Thereafter the estimated sigma is used to numerically
solve the inverse Rayleigh function for each segment. By placing together the noise
model segments, a noise model image can be generated. The noise model image was
deducted from the original image through a experimentally obtained scale factor.
For the blocking artifact removal, statistical features were extracted from the origi-
nal image, and the despeckled segments joined together, as follows from the method
outlined in [57].

6.2.3 Experimental Results and Discussion

The retinal images were generated from a spectrometer-based Fourier-domain OCT
system. The instrument layout is schematically shown in Fig. 6.10. The light from a
two spectrally-shifted super-luminescent diodes (SLDs) of central wavelengths λ0 �
890 nm and�λ �150 nm linewidths from Superlum Broadlighter D890), is coupled
to the interferometer’s arms through a fiber-based directional coupler (FDC). The
sample arm comprises a scanning galvanic mirror (SX) together with a f-2f-f lens
assembly specifically designed for retinal imaging.
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Fig. 6.10 Spectrometer-
based Fourier-domain optical
coherence tomography
system. SLD:
super-luminescent diode
with a central wavelength
λ0�890 nm and linewidth
�λ�150 nm, L1–L3:
Achromatic Lenses, CMOS:
Linear pixel array (line
camera), SX: galvo-scanning
mirror, TG: diffraction
grating, M1: flat mirror, PC:
polarization controller, FDC:
80/20 fused fiber directional
coupler, DC: dispersion
compensating element

Table 6.1 Estimated sigma values corresponding to 8 segments (4 segments in each row) [53]

(a) (b) (c)

Segment # Sigma Segment # Sigma Segment # Sigma

1 112 1 98 1 75

2 56 2 64 2 64

3 21 3 51 3 56

4 41 4 45 4 68

5 131 5 68 5 28

6 145 6 20 6 30

7 162 7 39 7 27

8 143 8 81 8 19

The algorithm was tested with In vivo obtained eye B-scan OCT images. The
OCT images obtained before and after the application of the de-speckling algorithm
are displayed in Fig. 6.11.

As the number of segments in each image affects the despeckling efficiency, for
edge sharpness improvement, towards more effective blocking artifact removal, the
images were segmented into eight sub-images. The estimated sigma values for the
segments within the images are displayed in Table 6.1a–c, each corresponding to
three images I1, I2 and I3 of Fig. 6.11 respectively.
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Fig. 6.11 Comparative presentation of (on the right) three original OCT test images (I1), (I2), (I3)
and their respective denoised images (on the left)

I order to evaluate the images enhancement as a result of despeckling, the signal-
to-noise ratio and the contrast-to-noise ratio (CNR) were evaluated as according with
(6.8) and (6.9) respectively [58, 37].

SN R � 10 log10(
(maxI )2

σ 2
b

) (6.8)

CN R � 1

R

⎛
⎝ R∑

r�1

(μr − μb)√
σ 2
r + σ 2

b

⎞
⎠ (6.9)

where, max(I2) represents the maximum of squared intensity pixel values in a homo-
geneous region of interest within the linear magnitude image; μb and σ 2

b and CNR
is the mean variance of the same background noise region, and μr and σ 2

r are the
mean and variance of the R region of interest [37]. Five regions (R�5) were used
in the CNR calculation. The results of these calculations carried out the three test
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Table 6.2 Assessment of the proposed denoising algorithm, bymeans of the SNR andCNRmetrics

SNR CNR

Original Despeckled Original Despeckled

(I1) 9.2 26 2.5 4

(I2) 12.1 31 3 5.9

(I3) 11.5 24 1.9 3.2

images are displayed in Table 6.2. The final perceptual and numerical comparison of
original images of I1, I2 and I3 and their despeckled image with proposed method as
well as their numerical assessment is given in Fig. 6.11 and Table 6.2 respectively.

It has been also noticed that the median filtered image is more pronounced with
respect to contrast. Quantitative assessments taken on the despeckled image showed
in Fig. 6.11, shows that the proposed method can provide about 8 dB extra enhance-
ment in SNR and 0.6 dB with respect to CNR, when compared to their counterparts
in averaging and median filtering.

Furthermore, the proposed method was seen to exceeded in about 3 dB the SNR
in comparison with both, Symmetric Nearest Neighborhood [59] and Wiener noise
reduction filters procedures. However, a difference of only 0.2 is observed in CNR.

The performance of the method described here has been confronted with some
other existing methods. These results are depicted in Figs. 6.12, 6.13 and 6.14 [53].
Generally speaking a blurring artifact can be depicted in images treated using the
method proposed here. On the other hand in one considers Kuwahara [60] image
filtering methodologies present a 4 dB SNR and less than 0.1 CNR when compared
with simple filtered image. With respect to this issue it is worth to mention here
that the fast-real-time effective algorithm described here could be enhanced if one
carries out a more accurate sigma estimation, by for example employing an improved
version of ANN and using a more accurate mathematical model of noise evaluation.
Also, image segmenting can still be improved. These issues are worth to be further
analyzed. Finally, due to the generality of the ANN algorithm proposed here, it can
be used as a signal processing methodology in other image based techniques, such
as photoacoustic imaging systems [61].

6.3 Conclusions

Enhancement of OCT images quality, with respect to speckle reduction methods is
of great interest generally for all image based analyzing techniques. In this chapter,
the speckle issues in optical coherence tomography images are described, along with
some of the developed technologies and algorithms to resolve it. Among software
based methods, a speckle reduction algorithm is presented based on the approxima-
tion that speckle noise has a Rayleigh distribution represented by a noise parameter,
sigma. In the approach analyzed here, a combination of several Multi-Layer Per-
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Fig. 6.12 Comparative
presentation of six
despeckling methods on
original OCT test images
acquired from the optic
nerve region of retina, of a
volunteer (AP), white male,
provided by Adrian
Podoleanu’s lab. a Original
B-scan image of optic nerve,
lateral size ~1–1.2 mm, b the
B-scan image after average
filtering (window size: 3), c
the B-scan image after
median filtering (window
size: 3), d, the B-scan image
after wiener filtering
(window size: 3), e the
B-scan image after
Kuwahara filtering (window
size: 5), f the B-scan image
after SNN filtering (window
size: 3), g the B-scan image
after using the proposed
method [53]

ceptron (MLP) neural networks was used to estimate the noise parameter, sigma,
for despeckling retina optical coherence tomography images. The intelligence inher-
ited in the method allows improving the image quality while preserving the edges.
The sigma estimator kernel was treated with more than 99.3% reliability on aver-
age. Both SNR and CNR values computed for the original and despeckled images
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Fig. 6.13 Comparative
presentation of six
despeckling methods on an
original OCT test images
acquired from the retina
(optic nerve region) of a
volunteer (AB-fovea), white
male. a Original B-scan
image of optic nerve, b the
B-scan image after average
filtering (window size: 3), c
the B-scan image after
median filtering (window
size: 3), d the B-scan image
after Wiener filtering
(window size: 3), e the
B-scan image after
Kuwahara filtering (window
size: 5), f the B-scan image
after SNN filtering (window
size: 3), g the B-scan image
after using the proposed
method [53]

revealed that the method presented here is effective in speckle artifact reducing in the
OCT images. Furthermore, the algorithm proposed here is quite satisfactory when
with bilateral digital filters commonly used. Finally, due to the generality of proposed
ANN algorithm, it can be promptly implemented as a signal processingmethodology
for treating OCT images from diverse parts of body and as well for different OCT
imaging techniques.
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Fig. 6.14 Comparative
presentation of six
despeckling methods on an
original OCT test images
acquired from the retina
(optic nerve region) of a
volunteer (AB-fovea), white
male. a Original B-scan
image of optic nerve, b the
B-scan image after average
filtering (window size: 3), c
the B-scan image after
median filtering (window
size: 3), d the B-scan image
after Wiener filtering
(window size: 3), e the
B-scan image after
Kuwahara filtering (window
size: 5), f the B-scan image
after SNN filtering (window
size: 3), g the B-scan image
after using the proposed
method. The vertical axis is
z-axis [53]
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Chapter 7
Characterization of the Performance
of a 7-Mirror Segmented Reflecting
Telescope via the Angular Spectrum
Method

Mary Angelie Alagao, Mary Ann Go, Maricor Soriano
and Giovanni Tapang

Abstract A segmented reflecting telescope made of seven 76mm concave mirrors,
eachwith a focal length of 300mm,was characterized. Its performancewas evaluated
by computing the point spread function (PSF) and comparing it to an equivalent
monolithic mirror. Aberrations were added and corrected using a phase retrieval
technique called the Gerchberg-Saxton (GS) algorithm to obtain the correction phase
that serves as the input to the spatial light modulator (SLM). Results revealed an
improvement in the telescope angular resolution as a result of the implemented phase
correction. It was also shown that the PSF varies depending on the orientation and
number of mirrors added.
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7.1 Introduction

The need for deep space exploration has been driving the construction of novelmeter-
wide ground-based telescopes. The detection of faint astronomical objects requires
adequate amount of light to enter the telescope assembly, for which the aperture
has to increase allowing more light power to be gathered and also improving the
instrument angular resolution, Θ , given by

Θ = λ

D
(7.1)

where λ is the wavelength and D is the diameter of the aperture. To probe deeper in
space, a telescopemust have an aperture large enough to collect light from faint celes-
tial objects. The relationship between the aperture size and the limiting magnitude
of the celestial object is given by [1]

ML � 3.7 + 2.5 log10(D
2). (7.2)

In Fig. 7.1, the limitingmagnitude,ML , is themaximum brightness of the celestial
object that can be detected by a telescope with a diameter D [1]. This means that
to be able to image celestial objects of brightness, ML , the telescope must have the
right aperture size.

However, there is a technological limit in the construction of large single mirror
telescopes (typically around10m)primarily due to costs and transportation issues [2].
Segmentedmirror design is normally addressed to circumvent thesemajor drawbacks
[2]. The general idea of this design is to use small mirrors placed together to act as a
single large mirror. Each mirror has a specific shape and a control system for precise
position to reduce, if not eliminate, the optical path difference between segments. In
spite of the added complexity of this solution, it is less expensive when compared
with the construction of a large mirror, and makes easier the tuning of the telescope

Fig. 7.1 The limiting
magnitude increases as the
aperture diameter is
increased
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aperture diameter to an optimized value. As a telescope is inevitably a diffraction-
limited device, its imaging quality can be assessed through the point spread function
(PSF). This function corresponds to the diffraction image of a point through an
assumed telescope circular opening. Basically, this is the Fourier transform of the
aperture at the exit pupil.

The PSF transverse size is the image of a point in the image plane. The diameter
of the first PSF dark ring, the so-called Airy disk, gives a measure of the resolution,
with its size determining the lowest feature that the telescope can detect [3]. Actually,
the effective PSF detected by a camera is likely to also carry aberrations arising from
device misalignment. Corrections can be made to the wavefront by knowing the
phase from the difference between the aberrated and ideal.

Aberrations due to atmospheric turbulence and imperfect alignment can be solved
by embedding an adaptive optics component in the telescope. An adaptive optics
system measures and corrects the incoming wavefront in real time. It is usually
composed of the wavefront sensor and the wavefront corrector. Wavefront sensors
(WFS), such as the pyramid WFS, Shack-Hartmann WFS and the curvature WFS,
measure the shape of the wavefront with sufficient accuracy. On the other hand,
wavefront correctors, such as the deformable mirrors and micro-optical-electrical-
mechanic systems (MOEMS), compensate the aberrations in the system [4].

A spatial light modulator (SLM) can be used to measure and correct optical
aberrations [5], generate Zernike polynomials for aberration simulation [6–8], and
perform linear filtering for phase retrieval [9, 10]. The SLM capability for wavefront
shaping has been successfully attained inmicrogear patterns photopolymerization by
encoding in the SLM the topological charge and phase level of an optical vortex [11].
In another example, the SLMwas used for three-dimensional light reshaping in [12].
This suggests that it is also possible to correct the intrinsic telescope aberrations.

This chapter provides numerical simulations to describe a segmented reflecting
telescope composed of seven identical concave mirrors. The aberrations are inten-
tionally added and an SLM is used to shape the wavefront to improve the PSF. We
also observed the effect on the PSF as the orientation and the number of mirrors are
varied.

7.2 Methods and Procedures

For the segmented reflecting telescope, seven identical mirrors, 76mm in diameter
and a focal length of 300mm were used. The mirrors are rotated and translated
such that they focus at one point. The segmented mirror has an effective diameter of
223.22mm. The wavelength of the source used in the simulations is 632.8nm.

Light coming from a star enters the telescope and is focused at the location of
the secondary mirror by a segmented mirror. The PSF due to the segmented reflector
passes through a 4f-lens system ( f1 = 100mm, f2 = 50mm). At the Fourier plane
of the 4f-lens system, the SLM is inserted to correct for the inherent aberrations.
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Fig. 7.2 Layout of optical setup used for wavefront correction

The results obtained with the segmented mirror telescope were compared with
those attained with monolithic reflecting telescope. For consistency in comparison,
both monolithic reflecting and segmented telescopes have the same aperture diame-
ters. The whole system setup is shown in Fig. 7.2.

7.2.1 Calculation of the PSF

The performance of a segmented reflecting telescopewas simulated using the angular
spectrum method. A plane wave located at z = 0 as U(x, y, 0) was considered. Thus,
the angular spectrum U( f x, f y, 0) at this location will be given by the Fourier
transform of U(x, y, 0), i.e. [3]

U( fx , fy; 0) =
∞∫

−∞

∫
U (x, y, 0) exp[− j2πφ]dxdy (7.3)

where

φ = fX x + fY y. (7.4)

The inverse Fourier transform will then give the field amplitude U(x, y, 0), that is,

U (x, y, 0) = F−1{U( fx , fy; 0)}. (7.5)
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Similarly, the angular spectrum at a z distance will be given by

U( fX , fY ; z) =
∞∫

−∞

∫
U (x, y, z) exp[− j2πφ)]dxdy (7.6)

while U(x, y, z) the amplitude at a distance z will be denoted as

U (x, y, z) = F−1{U( fx , fy; z)}. (7.7)

From (7.3) and (7.6), the relation between U(x, y, 0) and U(x, y, z) can be found
as

U(x, y, z) = U(x, y, 0) exp( j2π
√
1 − f 2X − f 2Y z). (7.8)

Thus, the PSF at point (x, y, z) can be obtained from the angular spectrummethod.

7.2.2 Angular Spectrum of the Segmented Mirrors

In Fig. 7.3, the mirrors are represented as apertures.
In order to go with the PSF simulation under this arrangement, the remaining

mirrors are rotated about the x and y axis with respect to Mirror 1, which is placed
at the origin.

Fig. 7.3 Top view of the
seven mirror segments
configuration: D is the mirror
segment diameter which is
set to be 76mm and θ is the
tilt angle
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Fig. 7.4 Geometry for
determining the tilt angle of
mirrors

Each mirror has be tilted such that the focus of each mirror overlap. The geometry
for tilt angle calculation is sketched in Fig. 7.4.

The sine law is used in �ABC in order to obtain the relation

s

sin θ
= f

sin(90 − θ
2 )

. (7.9)

By taking into account �CBD, one can rewrite (7.9) as

s

sin(180 − θ)
= r

sin( θ
2 )

. (7.10)

Replacing the result of (7.10) into (7.9), the following relation can be obtained

f

cos( θ
2 )

= r

sin( θ
2 )

(7.11)

thus, the tilt angle can be calculated from:

θ = 2 tan−1(
r

f
). (7.12)

Equation7.12 is used for building up the rotation matrices for each mirror. The
angle attained was found to be 14.4◦. By setting z as the optical axis, the angle is
used to rotate about the y-axis and then the x-axis with respect to the mirror position.

The rotation matrix given by
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Rxy(α,β) =
⎛
⎝ cosβ sinα sin β cosα sin β

0 cosα − sinα
− sin β sinα cosβ cosα cosβ

⎞
⎠ (7.13)

defines the rotation of each mirror. Together with the translation matrix given by,

Txy =
⎛
⎝1 0 dx
0 0 dy
0 0 1

⎞
⎠ (7.14)

the new axis (x′, y′, z′) of the off-axis mirrors are calculated using,
⎛
⎝ x ′

y′
z′

⎞
⎠ = TxyRxy

⎛
⎝ x

y
z

⎞
⎠ . (7.15)

The α and β angles are both equal to θ. The dx and dy variables correspond to the
translations about the x and y axes, respectively. For the diagonal mirrors, Mirror 2,
4, 5 and 7, the dx is

√
3r cos(θ) and dy r cos(θ).

One can also calculate the PSF using the vectorial diffraction approach outlined
in [13]. According to this approach, the focus of an aplanatic imaging system can be
described by studying the electromagnetic field in the focal region. For this system,
the following assumptions are given: (1) it follows theAbbe sine condition, producing
a stigmatic image, and (2) the linear dimension of the exit pupil and the distance of
the image from the exit pupil must be larger than the wavelength [13].

Figure7.5 showshow thePSF is computedusing thevectorial diffraction approach.
Using θ, the relationship between the focal plane of M1 and M2 can be computed.
This is the projection of M2 at the focal plane of M1. The projection of M5 is just
the reverse of the projection of M2.

Fig. 7.5 The PSF for the
other mirrors is computed at
the focal plane of M1
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Fig. 7.6 Once the PSF for
M2 and M5 are obtained, it
should be rotated by 60◦ to
get the PSF for M4 and M7

The calculationsmade forM2 andM5 are also done to compute for the projections
of the pairs M3 and M6, and M4 and M7. However, the PSF computed for M2 and
M5 are added and rotated at 60◦ to compute for the PSFs due to M4 and M7. This
transverse PSF is flipped to obtain the PSFs due to M3 and M6. This is illustrated in
Fig. 7.6.

7.2.3 Simulations of Aberrations

Aberrations give rise to wavefront deviation which will reduce both the image inten-
sity and contrast. They can be adequately described through Zernike polynomials,
known to be orthogonal over a unit circle.

Using the Zernike polynomials formalism, the aberration function, W (ρ, θ), can
be expressed in terms of polynomials as follows [14],

W (ρ, θ) =
∞∑
j=1

a j Z j (ρ, θ) (7.16)

where j is the polynomial ordering number and a j is the aberration coefficient,

Zevenj (ρ, θ) = √
(2n + 1)Rm

n (ρ) cosmθ m �= 0 (7.17a)

Zodd j (ρ, θ) = √
(2n + 1)Rm

n (ρ) sinmθ m �= 0 (7.17b)

Z j (ρ, θ) = √
(n + 1)R0

n(ρ) m = 0 (7.17c)

and

Rm
n (ρ) =

(n−m)/2∑
s=0

(−1)s(n − s)!
s!( n+m

2 − s)!( n−m
2 − s)! . (7.18)
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The following aberrations have been used: coma, astigmatism, spherical aberration
and defocus. Aberrations were simulated by means of the following expression

PSFaberrated = F{F−1{PSFsegmented} exp(i 2π
λ

Φ)}} (7.19)

where Φ is given by the following Zernike polynomials [15]:

Φsphericalaberration = 5λρ4 (7.20)

Φcoma = 0.3λρ3 cos θ (7.21)

Φastigmatism = 10λρ2 cos 2θ (7.22)

Φde f ocus = 8
√

(3)(2ρ2 − 1). (7.23)

7.2.4 Wavefront Correction

For wavefront correction, the correcting phase that will serve as the input to the
SLM has to be calculated. The Gerchberg-Saxton (GS) algorithm was used to get the
phase information from intensity image. The amplitudes, U(x, y), of the input data
can be obtained from PSF intensity image by taking the square root of the measured
intensities [3], that is,

U (x, y) = √
I (x, y) exp(iφ(x, y)). (7.24)

From (7.24), a guess phase φ(x, y) is first taken. This phase is then multiplied by
the amplitude of the source image and the Fourier transform is computed. The phase
of the obtained complex field was then multiplied with the target image amplitude.
The inverse Fourier transform was then applied and checked if the target image has
already been reconstructed. This procedure was repeated until a satisfactory recon-
struction error is attained [16]. A schematic of this algorithm is shown in Fig. 7.7.

In the simulations carried out here, the aberrated PSF of the segmented mirror
was used as the source and the unaberrated PSF of the segmented mirrors was used
as the target. The phase information obtained from the GS algorithm was used as the
correction phase and the correction success was evaluated by computing PSFcorrected

from
PSFcorrected = F{|F−1{PSFaberrated}| exp(iΦcorrection)}. (7.25)

where Φcorrection is the correction phase.
To evaluate the reconstruction quality, the Linfoot’s criteria of merit was used,

and the following parameters are calculated as:
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Fig. 7.7 Schematic of the GS algorithm

F = 1 − < (Itarget − Ireconstructed)2 >

< (Itarget )2 >
(7.26)

Q = < (Ireconstructed)2 >

< (Itarget )2 >
(7.27)

C = < |Ireconstructed ||Itarget | >

< (Ireconstructed)2 >
. (7.28)

Basically, the criteria states that the signal is perfectly recovered when all of these
parameters values are equal to unity. Otherwise, if for example, C < 1, the recon-
structed profile is narrower than the target profile and if Q < 1, both reconstructed
and target profiles are erroneously close to each other [17].

7.3 Results and Discussion

The transverse PSFs of a single mirror segment, the segmented mirrors and the
monolithic mirror are shown in Fig. 7.8. It can be clearly seen that by adding the
7 mirrors fields, the attained PSF is much smaller than the one for the individual
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Cross-section of the PSFsMonolithic

7 MirrorsSingle Mirror Segment

Fig. 7.8 PSFs results obtained for single mirror segment, segmented mirror and monolithic mirror

mirror segment. This result is consistent as the segmented mirrors effective aperture
diameter is now larger than that of the single mirror.

By taking the PSF cross-section, it can be seen that the Airy disk width of the
segmented mirror is broader than that of the monolithic mirror, although they have
the same aperture diameter. This is a direct result from segmentation of the reflecting
telescope. Results match calculations done using Richards and Wolf integral [13].
However, this is slower compared to the angular spectrum method.

Figures7.9 and 7.10 present the results for the aberration correction. By applying
the GS algorithm, the correction phase was retrieved and served as the input to the
SLM for aberration correction. The quality of the correction was assessed from the
obtained Linfoot’s merit criteria values for both the aberrated PSF and the corrected
PSF. These values are displayed in Table7.1.

The SLM shown in Fig. 7.2 is a transmitting twisted nematic spatial light modula-
tor such as the Holoeye LC2012. Phase modulation takes place when an electric field
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Coma Astigmatism

Fig. 7.9 Aberrated (1st row), corrected (2nd row) and the difference between the target and the
corrected PSF of the segmented reflecting telescope (3rd row) where λ is equal to 632.8 nm and D
is 223.22 mm, the effective diameter of the telescope
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Spherical Aberration Defocus

Fig. 7.10 Aberrated (1st row), corrected (2nd row) and the difference between the target and the
corrected PSF of the segmented reflecting telescope (3rd row) where λ is equal to 632.8 nm and D
is 223.22 mm, the effective diameter of the telescope
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Table 7.1 Figure of merit values according to the Linfoot’s criteria for both aberrated and corrected
PSF, using the angular spectrum method

Aberration type Fidelity Structural
content

Correlation

Spherical aberration Aberrated 0.9670 0.7005 0.8337

Corrected 1.0000 1.0000 0.9988

Coma Aberrated 0.9956 0.9990 0.9973

Corrected 1.0000 1.0000 1.0000

Astigmatism Aberrated 0.0179 0.0137 0.0158

Corrected 0.9843 1.0000 0.9922

Defocus Aberrated 0.0045 0.0022 0.0033

Corrected 0.9843 1.0000 0.9922

Fig. 7.11 The PSF intensity
increases as the number of
mirrors is increased

is applied as a result of molecular alignment along electric field direction [18]. The
correcting phase, obtained from the GS algorithm, will be sent to the SLM through a
video signal from the computer. In the experiment considered here, the PSF should
be scaled so that � f = λ f M

D where λ is the wavelength, f is the focal length, M is
the pixel dimension and D is the aperture diameter. The � f value was computed to
be 640µm.

The effect on the intensity of the PSF as the number of mirrors is increased as
shown in Fig. 7.11. This implies that increasing the number of mirrors also increases
the light gathering power.

From Figs. 7.12 and 7.13, it can also be seen that the PSF narrows in the direction
where the mirrors are added and the extent decreases as the number of mirrors
increases. The orientation of mirrors are also varied and its effect on the PSF are



7 Characterization of the Performance of a 7-Mirror Segmented … 151

FW
H

M
=

2.
5
µ
m

FW
H

M
=

0.
70

µ
m

FW
H

M
=

0.
39

µ
m

FW
H

M
=

0.
55

µ
m

F
ig

.7
.1

2
T
ra
ns
ve
rs
e
PS

F
as

th
e
nu

m
be
r
of

m
ir
ro
rs
is
in
cr
ea
se
d



152 M. A. Alagao et al.

FW
H

M
=

0.
47

µ
m

FW
H

M
=

0.
55

µ
m

FW
H

M
=

0.
91

µ
m

F
ig

.7
.1

3
T
ra
ns
ve
rs
e
PS

F
as

th
e
nu

m
be
r
of

m
ir
ro
rs
is
in
cr
ea
se
d



7 Characterization of the Performance of a 7-Mirror Segmented … 153

FW
H

M
=

0.
85

µ
m

FW
H

M
=

0.
47

µ
m

FW
H

M
=

0.
47

µ
m

F
ig

.7
.1

4
PS

Fs
of

3
m
ir
ro
rs
ar
ra
ng
ed

di
ff
er
en
tly



154 M. A. Alagao et al.

FW
H

M
=

0.
77

µ
m

FW
H

M
=

0.
55

µ
m

FW
H

M
=

0.
55

µ
m

F
ig

.7
.1

5
PS

Fs
of

5
an
d
6
m
ir
ro
rs
ar
ra
ng
ed

di
ff
er
en
tly



7 Characterization of the Performance of a 7-Mirror Segmented … 155

Fig. 7.16 Corresponding
diameter of the monolithic
mirror for a given orientation
and number of segmented
mirrors

FWHM = 2.4 µm FWHM = 1.31 µm
EQD = 76 mm EQD = 143 mm

FWHM = 0.77 µm FWHM = 0.98 µm
EQD = 240 mm EQD = 190 mm

shown in Figs. 7.14 and 7.15. The dotted lines indicate the dimension at which the
full width at half maximum (FWHM) was calculated.

The equivalent diameter of the monolithic mirror that gives the same FWHM,
given the number and orientation of the segments, were also calculated. Based on
Fig. 7.16, it can be seen that the equivalent diameter of a monolithic mirror that
has the same FWHM as the segmented mirror is only 190mm, less than the actual
effective diameter which is 223.22mm.

It should be worth mentioning that the use of identical mirrors reduces both the
cost and complexity in constructing very large aperture telescopes. It does not require
the need for precisely shaping the mirrors such that each mirror segment must be
accurately polished to the edge in order to perfectly form a large mirror. Assembling
the mirror will also be effortless as the structural support will not be dependent on
the mirror segments individual shape. In addition, placing the SLM adaptive optics
device before the camera permits the incoming wavefront to be changed in order to
compensate for any misalignment or aberrations inherent to the telescope system.
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7.4 Conclusion

A technique for improving the angular resolution of a segmented reflecting telescope
has been numerically evaluated. The technique was applied to seven identical con-
cave mirrors configured such that their foci coincide, removing the requirement of
precise shaping of the individual mirror segments. It was shown that the segmen-
tation of the mirror caused the PSF to broaden. This resulted to an FWHM that is
equivalent to a monolithic mirror with a smaller diameter. Upon varying the orienta-
tion and the number of mirrors, it was observed that the PSF narrows in the direction
where the mirrors are added and the extent of the PSF decreases as the number of
mirrors increases. To demonstrate the capability of the wavefront correction using
the SLM, aberrations were deliberately added. The GS algorithm was used to obtain
the correction phase that serves as the SLM input. The wavefront correction success
depends on the phase retrieval using the GS algorithm.
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Chapter 8
CMOS Silicon Photomultiplier
Development

N. D’Ascenzo, V. Saveliev and Q. Xie

Abstract CMOS—complementary metal-oxide-semiconductor technology at
present time is the most advanced semiconductor technology for the development
and production of microelectronic elements. Many signs have long pointed toward
CMOS as the preferable sensor technology of the future. In many ways, the bright
future for CMOS sensor technology was made officially by leading electronic com-
panies in early 2015 to claim that up to 2025 all kind of sensors will be produced in
CMOS technology. Beyond this, improvements of CMOS technology and the strong
price/performance ratio ofCMOSsensorsmake them increasingly attractive formany
academic and industrial applications. The development of Silicon Photomultiplier
(SiPM)—a new sensor for the low photon flux in standard CMOS technology—is an
important new step for the development, optimisation and mass production of SiPM
for the wide application areas as nuclear medicine, experimental physics, visual-
isation systems. It is an important step for the future developments of new SiPM
structures, especially advanced digital SiPM structures, digital SiPM imagers, and
Avalanche Pixel structures (APix) for the detection of ionisation particles.

8.1 Introduction

For more than 60years Photomultiplier Tubes (PMTs) have been filling the area
of detection of low photon flux practically without alternative [1], despite the fact
that the many critical fundamental problems of this devices are very well known, as
example strong influence of magnetic field and others.

Regarding current semiconductor structures for low photon flux detection, only
few options have been explored. Themain critical problem to develop semiconductor
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device for the extremely low photon flux is the relative high level of thermal noise of
the semiconductor detector structures and the associated front-end electronics. The
solution of this problem can be done in two ways: cooling the photosensor and the
related front-end electronics up to cryogenic temperatures or providing a very high
intrinsic amplification, up to 106, as comparable to the PMT amplification.

A way to overcome the noise issue is Visible Light Photon Counters (VLPC) [2].
These photosensors are semiconductor avalanche structures operated at the temper-
ature of 4K, in order to suppress the thermal noise. The results were successful and
showed the possibility to detect low photon flux up to a single photon. However
the operational conditions were too complicated to be acceptable for a wide area
application as this sensor needed to be operated a cryostat down to a temperature of
4K. This is essentially a major drawback even under laboratory conditions.

The development ofmodern lowphotonfluxdetection structures, knownat present
time as Silicon Photomultipliers, was initiated at the beginning of the ’90s, starting
with the investigation of Silicon Metal Oxide Semiconductor (MOS) structures in
avalanche breakdown operation mode towards single photon detection. The results
revealed to be promising, however the strong limitation was the requirement of
external recharge circuits for the device discharge after charging the MOS structure
during the photons detection.

The next issue deals with the development of special resistive layers instead of
oxide layers. These so-calledMetal Resistive Semiconductor (MRS) structures allow
to recharge the device after photon detection and in additionally enables to control
the breakdown avalanche process through quenching. Such a structures had very
high and stable amplification suitable for single photons detection, in comparison to
conventional avalanche photodetector structures, but limited sensitive area.

The idea of Silicon Photomultiplier or more strictly Silicon Photoelectron Mul-
tipliers was undertaken to circumvent the major drawbacks of the above mentioned
structures, namely small sensitive areas due to the instability of amplification over
large area, low dynamic range and slow response.

Under this compliance it was chosen to create semiconductor structures consisting
of spacedistributedfinemetal resistor semiconductormicro sensors having individual
quenching and common output. The attained results were in fact impressive leading
to a high resolution clear detection of single photon spectra on the semiconductor
structure at room temperature.

The first proposed Silicon Photomultiplier had fine silicon structure of avalanche
breakdown mode micro-cells with a common resistive layer as quenching recharged
element and parallel connections of micro-cells to a common output electrode [3].

The next step in the development of the Silicon Photomultiplier was the opti-
mization of the detection structures, namely in increasing the geometrical effi-
ciency. This characteristic is the ratio of the photon-sensitive-area to the total area
of the silicon photomultiplier. Its increase allows for getting an higher detection
efficiency. Further optimization goals were the tuning of the optimal operation
condition in terms of bias and time performance, and also the technological pro-
cesses improvement.
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With the advances in technology in the middle of the ’90s, the micro-cells were
possible to be placed a closer to each other and the common resistive layer, as
quenching element, was replaced by individual integrated resistors coupled to the
each micro-cell with clear optimization of both position and size. In this way the
actual silicon photomultiplier devices started to be available for the applications [4].

The new problem of the optimized silicon photomultipliers structures was the
optical crosstalk in fine detection structure arising from light emission during the
avalanche breakdown processes in silicon [5]. In Silicon Photomultipliers with tiny
space between the micro-cells, the chance of secondary photons detection by neigh-
bourhood micro-cells is large in such a inevitably has be considered. This problem
is mainly affecting the area of very low photon flux detection, where the optical
crosstalk is able to dramatically change themeasurement results. This problem sorted
out through modern technology processes, which physically provided optical isola-
tion of the micro-cells within the integrated structure level. For the optical crosstalk
suppression between the micro-cells, a trench structure was built around the micro-
cells and filled with a non transparent optic material. The most recent developments
achieved in this technology allowed the achievement of high performance in detection
of very lowphotonflux and have originated a special class of silicon photomultipliers,
the so-called quantum photo detectors (QPD) [6].

The Silicon Photomultiplier is in fact the first semiconductor device, which could
not only compete with traditional photomultiplier tubes, in terms of low photon flux
detection, but also presenting great advantages in performance and operation con-
ditions. Thus there is a has great future ahead in many areas of applications such
as experimental physics, nuclear medicine, homeland security, military applications
andmany other. Silicon Photomultipliers show an remarkable performance including
the single photon response at room temperature. As a remark intrinsic gain of mul-
tiplication can reach 106, high detection efficiency can be as high as 25–60% for the
visible range of light and time responses of 30 ps can be attained in these devices. In
addition, conditions of operation are suitable for many applications as for example:
operation bias between 20 and 60V; operated temperature at room temperature or
under cooling conditions; and insensitive to electromagnetic fields. The fabrication
of these devices at the light of actual semiconductor technology, thus compatible
with mass production, envisages the production of compact devices.

In the same time all developments of the SiPM is done on the basis of a spe-
cial semiconductor technology, which actually is not necessary. The semiconductor
material for the SiPM does not require the special characteristic as high resistivity,
or high purity and can use of standard CMOS technology materials. This feature
opens the way to use the modern advanced technology as CMOS technology for the
development and production of the conventional SiPMs and speed up the progress of
the future development of SiPM, creating principal new method of signal process-
ing, in particular direct conversion of the micro-sensor signal to digital form, as the
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Digital Silicon Photomultiplier which combine the sensors with the modern process-
ing electronic on the same substrate and generally use the all modern development
in microelectronic area [7–10].

8.2 The CMOS Silicon Photomultiplier Technology Design

Adetailed description of the Silicon Photomultiplier structure and operational princi-
ple can be found in [11–13]. In this study we focus on the implementation and opti-
mization of the structures and performances of Silicon Photomultipliers by using
standard CMOS technology [14, 15]. This topic has currently a strong research
interest as first step to future developments of the advanced structures of Silicon
Photomultipliers.

Few not trivial issues are faced in the design of SiPM in standard CMOS technol-
ogy, here we are will discuss of two main critical points of SiPM implementation.
First, the achievement of the proper breakdown condition corresponding to an electric
field configuration localized in particular region, corresponding to the micro-cells
sensitive area. Second, the design of quenching elements, highly resistive character-
istics and integrated within the micro-cell, guaranteeing small thickness, small size,
precision at the level of few %.

The main problem is the form of the uniform high electric field on the all area of
micro-cells to satisfy the breakdown conditions of pn-junctions. Critical areas in this
case are formed at the sharp boundary of breakdown pn-junctions and particularly
in the corners of the breakdown pn-junctions. The method of prevent the localized
breakdown conditions at the border of the breakdown pn-junctions is using so called
guard ring structures, which changes the conditions of breakdown in this regions. The
CMOS technology offers the possibility of guard rings structures implementation for
the planar pn-junctions, but it is not trivial [14, 16, 17, 24].

Two Silicon Photomultiplier structures of sensitive micro-cells, will be described
here for possibility of implementation within CMOS processes. The basis of the
SiPM sensor micro-cell is the planar pn-junction (p++/nwell) which optimised for
operation in the avalanche breakdownmode. Structures of the twomicro-cells shown
under analysis shown in Fig. 8.1. For the up structure the guard ring is formed by
use the shallow trench isolation (STI) process, which is provided as standard option
in CMOS technology. The lower SiPM sensor micro-cell structure has so called a
virtual guard ring, formed as special regions on the periphery with different doping
concentration. In the second structure STI are formed close to the p+ implantation as
a standard procedure in the CMOS process, but kept “far” from the sensor breakdown
micro-cell, with explanation below.

The structures are operated in breakdown mode and a quenching element is
required in order to quench of the self-sustaining avalanche process and recovery
the pn-junction. This study we uses a passive quenching element consists of a high
resistor integrated close to the sensitive micro-cell, for simplicity is not shown on the
figures. The high value resistor is connected to p++ of the structures. The standard
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Fig. 8.1 Cross section of the CMOS SiPM avalanche breakdown micro-cell structures, with STI
guard ring (upper) and Virtual Guard Ring (down)

CMOS technology processes includeHighResistive Polysilicon as a standard option,
but it is required special design of the quenching resistor to reach the requirement
characteristics. This question will not discuss in scope of this study because for the
design of the sensor micro-cells the requirements for the quenching resistors can be
relax in particular for geometrical design.

The output is standard common electrode, in case of array of the sensitive
avalanche breakdown micro-cells.

8.3 Mathematical Modelling of the CMOS Silicon
Photomultiplier

The mathematical modelling of the CMOS Silicon Photomultiplier detection struc-
ture plays a central role in the design of the structures in term of electrical perfor-
mances and optic performances. Following the recent trends in CMOS technology
design, in fact, a mathematical model with strong predictive power offers a guidance
in the choice of the technology processes minimising the risks and the costs of a less
efficient trial-and-error procedure.
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With respect to other photodetectors structures fabricated using the standard
CMOS processes, whose theoretical understanding and simulation are well-
established due to their large use in the manufacturing of electronics components,
the CMOS Silicon Photomultiplier required to solve of the specific problems, which
is not so detailed and precise in the standard tools of simulations, as example Silvaco
TCAD framework. On this basis the key-problem in the modelling of the CMOS
Silicon Photomultiplier is the correct reproduction of the conditions of the break-
down avalanche processes, which are very sensitive to the correct chose of parameters
and time consuming computation with high precision. In particular the calculations
of the electron-holes currents and of the electric field corresponding to the applied
external bias requires a precision of millivolts range in correspondence to a current of
nano-amperes and an internal electric field of about 105 V/cm within microns scale.
Such precision goes well ahead the standard requirements of electronic components
simulation, as transistors or common diodes, and is based on a correct selection of
a list of reasonable physical processes as well as on a robust numerical algorithm
and as mentioned above the substantial computation time on the powerful computing
systems.

The task of the mathematical modelling consist of the estimation of the electric
field structure corresponding to the technological processes parameters and geometry
of the sensitive micro-cells. Finally the mathematical model should provide a set of
observables, which could be measured in a dedicated experimental samples and help
the guidance of the design and technological choices.

8.3.1 Physics Processes

The physics processes involved in the avalanche breakdown mode are identify as
a typical coupled problem, in which the conservation of the number and energy of
electrons and holes should satisfy the additional constrain in the strong electric field
generation, when an external bias is applied to the structure.

The relation of electrostatic potential with space charge density is accounted by
Poisson’s Equation:

∇ (ε∇φ) = −ρ (8.1)

where:

ρ is the local space charge density
φ is the electrostatic potential
ε is the local permittivity.

The electric field E is defined from the electrostatic potential as E = −∇φ.
The continuity equations for electrons and holes are ruled by the following equa-

tions:
∂n

∂t
= 1

q
∇ · Jn + Gn − Rn (8.2)
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Fig. 8.2 1-dimensional
profile of the electric field
obtained on a typical CMOS
SiPM detection structure

∂ p

∂t
= − 1

q
∇ · Jp + Gp − Rp (8.3)

where:

n is the electron concentration
p is the holes concentration
Jn is the electron current density
Jp is the holes current density
Gn is the generation rate for electrons
Gp is the generation rate for holes
Rn is the recombination rate for electrons
Rp is the recombination rate for holes
q is the electric charge of an electron.

The generation rate Gn,p for electrons and holes plays a central role in the correct
physical modelling of the SiPM detection structure. When the electric field is strong
enough, typically stronger than 105 V/cm, free carriers are accelerated, reach an
energy higher than the ionization energy for electrons and holes and generate more
free carriers in collisions with the atoms of the crystals. Such process is called impact
ionization. For the avalanche breakdown process is required extremely high electric
field that the impact ionization appears for both type of carriers and free paths are
less then the depletion thickness.

The 1-dimensional profile of the electric field corresponding to a considered
CMOS SiPM avalanche breakdown structure is shown on Fig. 8.2, calculated using
(8.1), is shown on Fig. 8.2. The elective field reaches a maximal value of approxi-
mately 4.4 × 105 V/cm within the pn-junction.

The impact ionization process is described by the impact ionization of electrons
and holes, respectively αn and αp, as:
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Gn,p = αn,pJn,p (8.4)

The ionization coefficient represents the number of electron-hole pairs generated
by each carrier per unit distance. The correct evaluation of this parameter and its
experimental validation is by far the most important part of the simulation of the
CMOS Silicon photomultiplier. The estimation of the breakdown voltage, the work-
ing current and the response of the sensitive micro-cell depends on the value of the
impact ionization parameter. It is important taking to account the temperature depen-
dent impact ionization, because our goal is develop the sensor micro-cell operated
in room temperature, and more precise and realistic estimation of the ionization rate
in the sensitive area [18].

The recombination rate Rn,p for electrons and holes is calculated according with
the Shockley-Read-Hall [19] and three particle transition Auger models [20] and
describes the phonon transition in the presence of a trap within the forbidden gap of
the semiconductor.

The mathematical model allows to make the detailed analysis for the contribution
of the different processes to the total current. On Fig. 8.3 shown the IV-curve, cor-
responding to a considering CMOS SiPM avalanche breakdown sensor micro-cell
structure and the main contributions. The full dots represent the total current. The
separated components correspond to the recombination (Auger and Shockley-Read-
Hall) and the impact ionization processes. An additional line on the plot corresponds
to a physical model without the impact ionization process. Up to approximately
8V the recombination current from Auger and Shockley-Read-Hall is dominant. At
around 8V the electric field strength is high enough for a significant contribution
of the impact ionization process, which becomes clearly dominant at the break-
down. We observe that at breakdown the recombination current has a drop. The
curve corresponding to the physical model without impact ionization shows that the
recombination current is by far the leading current above the breakdown voltage and
determines the dark current level of the CMOS SiPM sensor micro-cell when an

Fig. 8.3 The main current
contributions corresponding
to the recombination (Auger
and Shockley-Read-Hall)
and the impact ionisation
processes in the
mathematical model of a
CMOS SiPM sensor
avalanche breakdown
micro-cell structure
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avalanche is not triggered by a photon or a thermal electron-hole pair (should not to
be confused with dark rate).

An additional equation is needed for the estimation of the carriers temperature.
We use the energy balance transport model consisting of the equations for electrons
and holes:

∇ · Sn = 1

q
Jn · E − Wn − 3k

2

∂

∂t
λnnTn (8.5)

Jn = qDn∇n − qμnn∇ψ + qnDn∇Tn (8.6)

Sn = −Kn∇Tn −
(
kδn
q

)
JnTn (8.7)

∇ · Sp = 1

q
Jp · E − Wp − 3k

2

∂

∂t
λp pTp (8.8)

Jp = qDp∇ p − qμp p∇ψ + qpDp∇Tp (8.9)

Sp = −Kp∇Tp −
(
kδp

q

)
JpTp (8.10)

where:

Sn is the electron energy flux density
Sp is the holes energy flux density
Wn is the energy density loss for electrons
Wp is the energy density loss for holes
Tn is the temperature of electrons
Tp is the temperature of holes
k is the Boltzmann constant
λ is a constant related to the Fermi or Boltzmann statistics
Dn is the thermal diffusivity for electrons
Dp is the thermal diffusivity for holes
Kn is the thermal conductivity for electrons
Kp is the thermal conductivity for holes.

The electrons and holes thermal diffusivities are coming from the carriers fric-
tional interactionwith lattice and also between themselves.As carriers are accelerated
by the electric field they loose momentum as a result of scattering processes. These
include phonons, carriers and impurity scattering, surface and material imperfec-
tions. This effect is accounted with a carrier mobility parameter, which is dependent
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of the electric field, lattice temperature and doping concentration and defines the car-
riers thermal diffusivity. In the low electric field regions of the detection structure,
the relation between mobility and carriers concentration is introduced in the model
by means of a experimental look-up table. The Caughey and Thomas expression [21]
is used here to parameterize the mobility dependence on the strength of the electric
field parallel to the current flow.

The energy density losses Wnp are defined by the interaction of carriers with the
lattice. As mentioned before the leading phenomena in the description of the carriers
scattering physics in the CMOS Silicon Photomultiplier are the impact ionization
and the lattice and Auger recombination. It is possible to write the energy losses as:

Wn = 3

2
n
k (Tn − TL)

τn
λn + 3

2
kTnλn R + Eg

(
Gn − RA

n

)
(8.11)

Wp = 3

2
n
k

(
Tp − TL

)
τp

λp + 3

2
kTpλp R + Eg

(
Gp − RA

p

)
(8.12)

where:

RA is the Auger recombination rate
TL is the lattice temperature
τn is the relaxation time for electrons
τp is the relaxation time for holes
Eg is the band-gap energy.

The relaxation times are also important parameters in the modelling of the CMOS
SiPM detection structure. We use the approximation τn ≈ τp ≈ 1 ps, which is
retrieved in accordance with the experimental conditions. In the heavy doped region
the decreased bandgap separation is included by lowering the conduction band level
by the same amount as the valence band is raised. The separation between valence
and conduction band in this regime is modelled according to the experimental results
and theoretical studies in [22].

8.3.2 Modeling of the Sensor Avalanche Breakdown
Structure

The development of the semiconductor structure within CMOS technology required
preferably to use also appropriate simulation framework. One of such simulation
framework for CMOS technology is Silvaco TCAD [23], what we choose for sim-
ulations. Actually the basis of the theoretical description of the physical processes
above is implemented in the Silvaco TCAD and allowed to optimize of many param-
eters according particular requirements. Hence our study we consider to perform
on base of standard simulation framework Silvaco TCAD with detailed tests and
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Fig. 8.4 The simulated 3D CMOS Silicon Photomultiplier sensor avalanche breakdown structure.
In red the heavily doped p-region, in green the n-well. Around the p-region the STI are formed. The
STI volume is invisible to simplify its identification in the 3D plot

optimisation of the parameters for a realistic and precise description of the of the
sensor avalanche breakdown micro-cells.

We use the 3D option of Silvaco TCAD simulation framework for as mentioned
above of importance of the shape of the pn-junction and electric field in particular
areas. The size of the sensitive structure is 60 × 60 × 5µm3. The general view of
simulation domain is shown on Fig. 8.4. The structures under study are designed
following the rules ofCMOS technology 0.180µm.The sensor avalanche breakdown
micro-cell is formed by planar p++ on n junction and following of the CMOS PDK
rules.

We would like mentioned that the design of particular CMOS structures on a
standard CMOS technology facility is not trivial because often the manufacturer
does not provide an information about used material and the technology parameters.
This happens in particular if the production and the R&D is based on Multi Project
Wafer. It is hence a challenge for the modelling to identify the best profile fitting
with the used technology and with the reduced set of technology information.

The cross-sectional view of one of the simplest possible CMOS avalanche break-
down structure is shown on Fig. 8.5 and the doping profile at x = 30µm is shown
on Fig. 8.6 for the simplicity the doping profile is represented by Gaussian distribu-
tions. The details of the doping profile are visible. The red colour corresponds to the
heavily doped p++-region. The green colour is the light-doped n-region.

The doping concentration of the n-epitaxial region is about 1015 cm−3. The n-well
doping ranges from 1017 cm−3 in the space charge region to about 3 × 1017 cm−3 at
a depth of 0.41 µm. The 4p+ doping peaks at 3 × 1020 cm−3 at a depth of 0.1 µm.
The junction is at a depth of 142 nm.

The computational domain is described by a tetrahedral mesh defined with an
adaptive method in correspondence with the initial doping profile. The number of
nodes is 4 × 107, the maximal number allowed in Silvaco TCAD. The smaller mesh
size is 0.1 µm. This selection allows for a robust and convergent solution of the
numerical problem. We verified that the numerical error in the estimation of the
currents is in this case less than 3%.
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Fig. 8.5 Cross-sectional
view of the simplest CMOS
Silicon Photomultiplier
avalanche breakdown
structure

Fig. 8.6 Doping profile of
the CMOS Silicon
Photomultiplier structure at
x = 30 µm

8.3.3 Analysis of the Electric Field and Breakdown
Conditions

A critical feature in the design of the CMOS SiPM is the possibility to obtain a
uniform avalanche-breakdown mode along the sensitive area of the sensor. The con-
dition is set by (8.4), which states that the ionization coefficients of the carriers
and the corresponding current densities should be approximately constant along the
junction defining the sensitive area of the device. As these quantities depend on the
electric field, (8.1) relates them ultimately to the geometry, size and doping of the
detection structure. In particular it is enough to calculate the electric field satisfying
the breakdown condition and to verify that the electric field is constant along the
active area of the sensor.
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Fig. 8.7 Electric field
profile of a SiPM detection
structure without guard rings
at 0.1V above breakdown.
At the bottom of the figure
the zoomed area of the
junction corner is visualized.
The electric field strength at
the borders of the junction is
higher. It causes a local
breakdown deteriorating the
overall performance of the
sensor

On Fig. 8.7 we show the electric field profile of a p++n, correspondent to the
structure on Fig. 8.5 at 0.1V above breakdown. The analysis shows the strong non
uniformity of the electric field in particular at the border and the corner of the pn-
junction, the electric field rises abruptly of one order of magnitude. This behaviour is
strongly disturb the breakdown conditions over the area of the pn-junction and build
the local breakdown areas and deteriorates the performance (in particular efficiency)
of the sensor, the high intrinsic gain of amplification will be only in this small areas
on the periphery of the pn-junction. This analysis shows that development of the
avalanche breakdown structures for the Silicon Photomultipliers is required special
approach with detailed analysis.

8.4 Development of the Avalanche Breakdown Micro-cells

As stated before, the CMOS technology offers few possibilities of avoiding the local
breakdown problem using only the available standard processes. The mathematical
modelling is in this respect a powerful analysis and planning tool, as it gives an
insight of the electric field of the structure, which is not experimentally observable.
This information plays a central role in the correct design and is of guidance for the
choice of the technological parameters.
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8.5 Avalanche Breakdown Structure with STI Guard Ring

We first analyse the possibility offered by the using the shallow trench isolation.
The standard CMOS Technology provided the STI around active area and allowed
exclude the edges of the pn-junctions with disturbed areas of the electric fields. The
structure with STI, structure with STI guard ring is shown on Fig. 8.8.

Around the junction STI is formed and filled with SiO2. The width and depth of
STI are respectively 0.5 µm and 0.4 µm, following the indications of the standard
CMOS facility.

The electric field corresponding to the detection structure analyzed in Fig. 8.8 is
shown on Fig. 8.9 in 3D view. The cross-sectional view of the electric field is shown
on Fig. 8.10. The electric field is constant along the sensitive area of the avalanche
breakdown structure. In comparison with Fig. 8.7, the electric field does not exhibit
localized hot regions at the edges of the structure, due to the presence of the STI.
The electric field has a peak value of approximately 4.6 × 105 V/cm at a depth of
142 nm, which defines the junction depth. The total width of the structure is defined
by the shape of the electric field as approximately 420 µm.

Actually the mathematical modeling shows the principal possibility to design the
sensor avalanche breakdown structure with STI guard ring and was chosen for the
experimental investigations.

8.5.1 Avalanche Breakdown Structure with Virtual Guard
Ring

Another possibility is offered by the virtual guard ring option. The cross-sectional
view of the doping profile of such modelled structure is shown on Fig. 8.11. The

Fig. 8.8 Cross-sectional
view of the 3D CMOS
Silicon Photomultiplier
structure. The total
concentration as well as the
STI are visible



8 CMOS Silicon Photomultiplier Development 173

Fig. 8.9 Electric field of the
SiPM detection structure
shown on Fig. 8.4 at 0.1V
above breakdown. The
electric field is constant
along the sensitive area of
the detector

Fig. 8.10 2D electric field
cross-sectional view of the
SiPM detection structure
shown on Fig. 8.4 at 0.1V
above breakdown. The
electric field is constant
along the sensitive area of the
detector (Color figure online)

doping concentration of the n-epitaxial region is about 1015 cm−3. The n-well doping
ranges from 1017 cm−3 in the space charge region to about 3 × 1017 cm−3 at a depth
of 0.41 µm. The p+ doping peaks at 3 × 1020 cm−3 at a depth of 0.1 µm. The p+
doping extends 1 µm longer on all sides of the sensitive area. The junction is at a
depth of 142 nm. In addition, along the sides of the junction a p-well doped area with
width 1 µm and with concentration ranging from 1017 cm−3 to about 3 × 1017 cm−3

at a depth of 0.41 µm is present. The STI isolation trench is positioned outside the
active area and for simplicity not shown on the structure.

The electric field cross-sectional view is shown respectively on Fig. 8.12. The
electric field is constant along the sensitive area of the detector. The electric field has
a value of approximately 4.6 × 105 V/cm at a depth of 142 nm, defining the junction
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Fig. 8.11 Cross-sectional
view of the doping
concentration of the SiPM
detection structure with
virtual guard rings. The
electric field is constant
along the sensitive area of
the detector (red colour)

Fig. 8.12 Electric field
cross-sectional view of the
SiPM detection structure
with virtual guard rings at
0.1V above breakdown

depth. The total width of the structure is defined by the shape of the electric field as
approximately 420 µm. We observe that the virtual guard ring structure preserves
the condition of the electric field at the edges of the junction, avoiding the occurrence
of local breakdown and form very uniform of the electric field across the sensitive
area of the avalanche breakdown micro-cell.

8.5.2 Analysis of the Current-Voltage Characteristics of
Avalanche Breakdown Structures

The experimental observables of the mathematical model consist of quantities which
can be measured with precision using dedicated measurement systems. The set of
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Fig. 8.13 Calculated
current-voltage
characteristics of a CMOS
SIPM detection structure
with STI guard rings

Bias [V]
0 5 10 15

C
ur

re
nt

 [A
]

10−15

10−13

10−11

10−9

10−7

10−5

10−3

Fig. 8.14 Calculated
current-voltage
characteristics of a CMOS
SIPM detection structure
with virtual guard rings
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measurements traditionally provided for the analysis of the semiconductor structures
includes the dependence of the current of the detection structure corresponding with
the applied bias.

The calculated current voltage characteristics of the CMOS SiPM detection struc-
ture with STI guard rings is shown on Fig. 8.13. The filled circles correspond to the
calculation using the full model of the physical processes available in the Silvaco
TCAD, including impact ionization. The curve follows the leakage current behaviour
up to a level of approximately 1 pA. After that the electric field strength begins to
be sizeable and the impact ionization process let the current increase exponentially
and abruptly up to a level of approximately 10 µA, at which the external quenching
resistor begins limiting the current of the device. The expected breakdown voltage
of the sensor micro-cell is approximately 12 V.

The calculated current voltage characteristics of the CMOS SiPM detection struc-
ture with virtual guard rings is shown on Fig. 8.14. The curve follows the leakage
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current behaviour up to a level of approximately 1pA. After that the electric field
strength begins to be sizeable and the impact ionization process let the current
increase exponentially and abruptly up to a level of approximately 10µA, at which
the external quenching resistor begins limiting the current of the device. On the same
picture shown also the current-voltage correspond to the guard ring areas, the value
of the breakdown voltage is 16 V. Clear seen that the breakdown voltage for the guard
ring area is significantly higher. This is prevent of undesired avalanches processes in
this region under working conditions, correspondent to the main area of micro-cell.
The expected breakdown voltage of the structure with virtual guard ring is approxi-
mately 13 V. We observe that the expected level of leakage current is slightly higher
than in the STI guard rings case. The higher breakdown voltage is consistent with
the expectation that the electric field with virtual guard rings increases less abruptly
and is more regular, in particular in the vicinity of the edges.

8.6 Experimental Investigations

To investigate the possibilities to develop of the Silicon Photomultiplier within the
standard CMOS processes, we produce avalanche breakdown detection structures
with the two different kinds of guard rings proposed above and modelled in the
previous section. The production is performed in the 0.180 BCDLite IC MPW node
at Global Foundries. We choose the process with n-type epitaxial layer, on which
the photo-detection structures based on p+/n junctions are formed. The active area
of the junction is 50 × 50 µm2. We do not optimize the optical window above the
active area with anti reflective coating. However, we minimize the thickness of the
SiO2 covering by using the minimal number of three metal layer offered in this
technology. In fact, although there is clearly no metal above the active area of the
sensor, in CMOSMPW the SiO2 isolation layers between metal layers are deposited
indistinctly on the whole area of the chip.

The structures are operated in breakdownmode and a quenching element is needed
in order to stop the avalanche. We choose to implement a passive quenching element
consisting of a resistor integrated around the sensitive cell. The used CMOS MPW
line includesHighResistive Polysilicon as a standard process.We design a quenching
element of 250 k� with a sheet resistivity of 2 k� and a minimal width of 0.5 µm.
We produced a series of test resistors on the same wafer of the detection structures
and we measured the spread of the resistor values to be 3% in this technology. This
result is compatible with the requirements of the SiPM design.

8.6.1 Current-Voltage Characteristics

The current-voltage characteristics of the two produced structures is shown on
Fig. 8.15. The structure with STI guard ring exhibits a slightly lower breakdown
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Fig. 8.15 Measured
current-voltage
characteristics of the SiPM
structures. The circles
correspond to STI guard
ring, the triangles to the
virtual guard ring structures

voltage (about 12.5 V) with respect to the structure with virtual guard ring (about
13.2 V). In comparison with the modelling results, the mathematical model and the
experimental results are in good agreement regarding the prediction of the break-
down voltage, but the behaviour of the structure with STI guard ring is significantly
different.

The dark current level is significantly different between the two structures. The
virtual guard ring structure shows a subpicoampere dark current before the avalanche
breakdown. At breakdown the current abruptly rises up to a few nanoamperes level.
After breakdown rises linearly as it is limited by the quenching resistor. The structures
with STI guard ring exhibits a larger dark current, reaching a few nanoamperes
already before breakdown and a few microamperes at breakdown, before getting
limited by the quenching resistor. The raising of the dark current obtained in STI
guard rings is related as we suppose to defect of the material generation during
the trench etch process. And in the conditions with high electric field the effect is
dramatically increasing. As we already tested in other CMOS technology facilities,
this effect is by far limiting the possibility of the use of STI guard rings in Multi
ProjectWafer [13]. The production of devices inMPWfollows the standard processes
and it is not possible a user-oriented optimization. As clear from a direct comparison
of Fig. 8.15 and Figs. 8.13–8.14, the effect of the defect generation in the trenches
process is not included in the mathematical model and further improvements are
needed in order to predict the deterioration of the current properties using the STI
technology in the production of the sensor.

Thermal e/h pairs generated in theSiPMsensitive area give rise to an output signal
which is not distinguishable from a single detected photon. Such effect is called dark
rate. We measure the amplitude of dark rate pulses in the two proposed photon-
detection structures by biasing the structure at a voltage 0.2V above the breakdown
and observing the output signal with a 4GHz bandwidth oscilloscope after an high
frequency 18× voltage amplification stage. The virtual guard ring structure exhibits
a dark rate signal with amplitude of approximately 20mV, well above the 2mV noise
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level of the experimental setup. The dark rate measured for signals whose amplitude
is above the 0.5 single photon threshold (10 mV) is approximately 3 KHz. As the
output signal corresponding to the single photon is equivalent to the dark rate pulse,
this result demonstrates that the virtual guard ring structure is capable to provide
a sizable signal in correspondence of a photon detected. On the contrary, the STI
guard ring structure did not provide any dark rate signal in the same experimental
conditions. This result reflects the large leakage observed in the current voltage
characteristics of such structure.

8.6.2 Optical and Gain Characteristics

Following the results of the single cell performances, we produce on the sameMPW
a prototype of SiPM consisting of an array of photo-detection cells with virtual
guard rings. For the photodetector characterization a 850 nm LED light source and a
circular lensed fiber with 10 µm spot size was used for injecting light into the SiPM.

The dc characterization is performed on wafer. The LED light source is operated
in continuous mode. The current-voltage characteristics of the SiPM prototype at
dark conditions and with light are shown on Fig. 8.16. The dependence of the current
versus voltage is following the behavior of the single cell and there is no significant
deviations from the expectations. The level of the current-voltage curve under light
exposure shows a visible increase, due to the current generated by photon detection.
Although the optical window of this prototype is not optimized the prototype exhibit
a sizable photon detection efficiency.

The photodetector characterization is performed with packaged samples of the
prototypes. The LED light source is pulsed with a pulse width of 10 ns. The SiPM
output signal is amplified with a high frequency 18× voltage amplifier and integrated
with the CAEN V1180 QDC within an integration gate of 150 ns.

Fig. 8.16 Measured
current-voltage
characteristics of an array of
5 × 5 SiPM structures with
virtual guard rings. The
crosses correspond to dark
condition, the triangles to
illumination condition
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Fig. 8.17 Low photon flux
spectrum detected by a SiPM
prototype
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Figure8.17 shows the spectrumof the signal corresponding to the used low photon
flux source. The histogram plots the distribution of the integrated sensor current for
an average detected flux of photons μ = 4. Here the sensor is biased at 1V above
the breakdown voltage. The integrated current is shown in units of correspondent
number of photons. The histogram exhibits a series of peaks at etc. which we identify
as induced by 0, 1, 2, 3 etc. photons.

The 0-photon peak corresponds to a period on which there is no photo-induced
avalanche, only electric noise of the external circuit components. The black continu-
ous thick line on Fig. 8.17 shows a fit to the data assuming a poissonian distribution
of the incident LED light pulses. We fitted the spectrum with a sum of Gaussians,
with area weighted according to a poissonian distribution, using a fitting technique
explained in [13]. The peaks are assumed to be equally spaced. The spectrum is
consistent with a poisson-distributed light and the histograms on Fig. 8.3 and Fig. 8.4
can be interpreted as a representation of a specific photon number state.

The fitted distance between the peaks is G = (1.706 ± 0.003) × 106 electrons.
This distance represents the number of electrons generated during the avalanche pro-
cess before the quenching occurs. In other words it is the intrinsic gain of the sensor.
We observe that the intrinsic gain is high enough to separate the signal correspond-
ing to the single photon detection from the electronic noise level. The possibility
of observing the single photon spectrum on Fig. 8.17 depends strongly on the uni-
formity of the gain of each sensor microcell and is a proof of the high quality and
reliability of the CMOS technology processes used in the fabrication.
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8.7 Conclusions

The progress on the mass production even for the conventional SiPMs is fully laying
on the CMOS technology industrial facilities to optimise the cost and performance.
Furthermore the overall future development of the new SiPM structures, as Digital
Silicon Photomultipliers, Digital Silicon Photomultiplier imagers, Avalanche Pixel
Structures for the detection of ionization particles is dependent on the CMOS tech-
nology. We have shown evidence that the main component—the photosensor—can
be realized in the CMOS technology. Further developments will concentrate on the
optimisation of the sensor performance, using the modern development in CMOS
technology as 3D Inter Connection technology, which is very efficient and perspec-
tive for the sensor part. The future main effort will be focused on the development
of the fully digital readout electronics and the additional powerful processing elec-
tronics on the chip. It will widely improve the overall performance and reliability
of the SiPMs, as sensor for the low photon flux and widely increase the areas of
applications [25].
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Chapter 9
Coherent Hemodynamics Spectroscopy:
A New Technique to Characterize
the Dynamics of Blood Perfusion
and Oxygenation in Tissue

Sergio Fantini, Kristen T. Tgavalekos, Xuan Zang and Angelo Sassaroli

Abstract Hemodynamic-based neuroimaging techniques such as near-infrared
spectroscopy (NIRS) and functional magnetic resonance imaging (fMRI) are directly
sensitive to the blood volume fraction and oxygen saturation of blood in the probed
tissue. The ability to translate such hemodynamic and oxygenation measurements
into physiological quantities is critically important to enhance the effectiveness of
NIRS and fMRI in a broad range of applications aimed at medical diagnostic or func-
tional assessment. Coherent hemodynamics spectroscopy (CHS) is a novel technique
based on the measurement (with techniques such as NIRS or fMRI) and quantitative
analysis (with a novel mathematical model) of coherent hemodynamics in living
tissues. Methods to induce coherent hemodynamics in humans include controlled
perturbations to the mean arterial pressure by paced breathing or by timed infla-
tions of pneumatic cuffs wrapped around the subject’s legs. A mathematical model
recently outlined translates coherent hemodynamics into physiological measures of
the capillary and venous blood transit times, cerebral autoregulation, and cerebral
blood flow. A typical method to analyze the optical signal from non-invasive NIRS
measurements of the human brain is the modified Beer-Lambert law (mBLL), which
does not allow the discrimination of hemodynamics taking place in the scalp and skull
from those occurring in the brain cortex. A hybrid method using continuous wave
NIRS (with the mBLL) together with frequency-domain NIRS (with a two-layer
diffusion model) was successfully used to discriminate oscillatory hemodynamics in
the superficial (extracerebral) tissue layer from that in deeper, cerebral tissue.
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9.1 Hemodynamic-Based Neuroimaging Techniques

With a few exceptions (for example evoked potential tests), functional neuroimaging
techniques do not directly measure neural activation; they are sensitive to hemo-
dynamic and metabolic changes associated with brain activity. For example near
infrared spectroscopy (NIRS) and functional magnetic resonance imaging (fMRI)
are two of the prominent hemodynamic-based neuroimaging techniques. The first
one measures the concentrations of oxy- and deoxy-hemoglobin in brain tissue,
whereas the latter measures a blood oxygenation level dependent (BOLD) signal
that is mostly associated with the concentration of deoxy-hemoglobin in brain tissue
and with cerebral blood volume. To assess brain function with these neuroimaging
techniques, one needs to characterize the relationship between neural activation and
hemodynamic responses, as well as how these hemodynamic responses translate into
the measured signals. Noteworthy hemodynamic models proposed in the literature
to address these questions include the oxygen diffusion limitation model [1] and a
windkesselmodel [2]. The formermodelwas proposed to account for the large imbal-
ance, observed with positron emission tomography (PET), between blood flow and
oxygen consumption changes associated with brain activation. The latter model was
introduced to specify the relationship between the dynamics of blood flow and blood
volume. These general models were pioneering contributions whose approaches can
be adapted to any hemodynamic-based neuroimaging techniques.

Near-infrared spectroscopy (NIRS) is a non-invasive optical method that operates
in the 600-900 nm wavelength diagnostic spectral window range. In this wavelength
range, oxy-hemoglobin and deoxy-hemoglobin are the main absorbers in tissue,
together with some absorption contributions from water and lipids. NIRS has found
a variety of applications to the brain, both for functional studies [3–5] and for clinical
feasibility [6] in areas such as anesthesiology [7], neurological critical care [8, 9],
and electroconvulsive therapy [10]. The spatial and temporal correlations between
the BOLD fMRI and the optical NIRS signals elicited by brain activation have been
demonstrated in a number of studies [11–14]. Several hemodynamic models have
been proposed in the NIRS field, most of them requiring the solution of complex
systems of differential equations with many unknown parameters [15–18]. We have
recently developed a mathematical model to relate the tissue concentration and sat-
uration of hemoglobin, as measured with NIRS and fMRI, to blood flow, blood
volume, and oxidative metabolism [19, 20]. This mathematical model is analytical,
and therefore relatively simple and computationally inexpensive.

Recently, we have introduced a novel technique, coherent hemodynamics spec-
troscopy (CHS), for quantitative studies of tissue hemodynamics based on data col-
lected with NIRS or fMRI [19]. The CHS technique is based on the application
of our mathematical model to measured coherent hemodynamics, which may be
occurring spontaneously or may be induced by controlled systemic perturbations to
the mean arterial blood pressure. In Sect. 9.2, we describe the basic ideas and the
general formulation of our mathematical hemodynamic model and of the new CHS
technique.
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In NIRS, the relative dynamics of oxy- and deoxy-hemoglobin concentrations are
usually obtained from the intensity signals measured at a minimum of two wave-
lengths by applying the modified Beer-Lambert law (mBLL) [21, 22]. Unlike diffu-
sion theory, the mBLL, which has also been used to investigate photon migration in
tissues, does not require highly scattering conditions. Nevertheless, the mBLL is fun-
damented on two key assumptions: (1) the changes in optical intensity are only due
to tissue absorption changes; (2) the absorption changes are uniformly distributed
within tissue. While the first assumption is often fulfilled to a good approximation,
the second one is more questionable and may be violated in a number of cases. For
example, brain activation elicited in a number of functional protocols is spatially
localized, and so are the associated hemodynamic changes measured with NIRS.
Hence, it would be relevant to release the homogeneous absorption changes assump-
tion and instead use a light propagation model that considers (at least partially) the
human head complex geometry and the heterogeneous hemodynamics associated
with in vivo brain perfusion.

In addition to the physiological heterogeneity intrinsic of living tissue, there is
also an issue of anatomical heterogeneity, which is particularly critical in the case of
non-invasive NIRSmeasurements that aim to sense brain tissue with an optical probe
placed on the scalp surface. To a first approximation, the human head may be repre-
sented by a set of tissue layers such as scalp, skull, subarachnoid space, brain cortex,
etc. In the literature, a two-layered diffusion model has been used for measuring the
baseline optical properties of two effective tissue layers, the first one representing the
scalp and skull (the extracerebral tissue), and the second one representing the brain
[23–25]. Short source-detector separations (~0.5 cm) can be introduced in NIRS to
provide a reference signal that is representative of the superficial hemodynamics in
the scalp and skull, and that is used to regress out superficial-tissue contributions from
the optical signal measured at longer (~3 cm) source-detector separations [26–29].
Here, we apply a two-layer diffusion model to multi-distance, frequency-domain
NIRS data to estimate the baseline optical properties of extra-cerebral and cerebral
tissue layers, as well as the thickness of the extra-cerebral layer. Then, we use phasor
analysis, in conjunction with an estimate of the mean partial optical pathlength in the
two layers, to assess the induced oscillatory hemodynamics (frequency: 0.059 Hz
in this work) in the extra-cerebral and cerebral tissues from continuous wave NIRS
measurements at short (8 mm) and long (38 mm) source-detector separations. The
two-layer diffusion model and our approach to two-layer hemodynamics assessment
are outlined in Sect. 9.3, experimental methods are described in Sect. 9.4, and rep-
resentative results on a human subject are reported in Sect. 9.5.
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9.2 Coherent Hemodynamics Spectroscopy
for the Quantitative Assessment of Cerebral
Hemodynamics

9.2.1 Notation for the Tissue Concentrations of Oxy-
and Deoxy-Hemoglobin

Aswe have seen above, NIRS and fMRI are mostly sensitive to the concentration and
oxygen saturation of hemoglobin in blood-perfused tissues. Therefore, to quantita-
tively describe the tissue hemodynamics as measured by NIRS and fMRI, one needs
to consider the temporal evolution of the concentrations of oxy-hemoglobin and
deoxy-hemoglobin in tissue. The standard notation for oxy- and deoxy-hemoglobin
concentrations is, respectively, [HbO2] and [Hb], or [O2Hb] and [HHb], but we will
use here a single-letter notation of O and D. Dynamic changes in O and D are con-
sidered in the time domain and in the frequency domain. In the time domain, the
temporal evolution of changes from baseline or steady-state values (O0 and D0) are
indicated as �O(t) and �D(t). In the frequency domain, sinusoidal changes at any
frequency ω are indicated with bold-face phasor notation, O(ω) and D(ω), where
these phasors are two-dimensional vectors whose amplitude and phase represent the
amplitude and phase of the corresponding sinusoidal oscillations [30]. Representative
time traces of �O(t) and �D(t) are reported in a general case of arbitrary temporal
dynamics in Fig. 9.1a, and in a case of quasi sinusoidal oscillations in Fig. 9.1b. The
inset of Fig. 9.1b shows the phasor representation of the oscillatory hemodynamics
of oxy- and deoxy-hemoglobin concentrations.

Because hemoglobin concentration dynamics are driven by perturbations in three
physiological quantities, namely blood volume, blood flow, and metabolic rate of
oxygen, we introduce subscripts V , F, and Ȯ to indicate the contributions to O
and D dynamics from these three physiological sources, respectively. A lack of
subscript indicates the overall hemoglobin concentration dynamics resulting from
all physiological sources.

We introduce a symbol SV for the average oxygen saturation of the hemoglobin
in the vascular compartment(s) whose volume fraction features dynamic changes.
SV is defined as follows:

SV � �OV (t)

�OV (t) + �DV (t)
, (9.1)

where SV is considered to be a constant under the assumption that the volume-
varying vascular compartment has a well-defined and constant average saturation, at
least over time scales of typical observation times.

It has been previously shown that techniques that are solely sensitive to the tissue
concentrations of oxy- and deoxy-hemoglobin (such as NIRS and fMRI) are unable
to discriminate the contributions of blood flow and metabolic rate of oxygen to
the dynamic changes in O and D [20]. Therefore, we consolidate dynamic changes
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Fig. 9.1 Representative
time traces of dynamic
changes in oxy-hemoglobin
and deoxy-hemoglobin
concentrations (�O(t) and
�D(t)). a Arbitrary
dynamics, b oscillatory
dynamics at a well-defined
frequency. The inset of panel
(b) shows the phasor
representation of the quasi
sinusoidal oscillations of
oxy- and deoxy-hemoglobin
concentrations (O and D)
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due to blood flow and metabolic rate of oxygen according to the following notation:
�OF,Ȯ(t) and�DF,Ȯ(t) in the time domain,OF,Ȯ(ω) andDF,Ȯ(ω) in the frequency
domain.

We also introduce notation for the physiological dynamics associated with cere-
bral blood volume (CBV), cerebral blood flow (CBF), and cerebral metabolic
rate of oxygen (CMRO2). We use lower-case notation to indicate the dimen-
sionless, relative dynamics with respect to baseline values (in the time
domain) or average values (in the frequency domain), which are indicated
with a 0 subscript. Explicitly, cbv(t) � (CBV(t) − CBV0)

/
CBV0, cbf(t) �

(CBF(t) − CBF0)
/
CBF0, cmro2(t) � (

CMRO2(t) − CMRO2|0
)/

CMRO2|0 in
the time domain, and cbv(ω) � CBV(ω)

/
CBV0, cbf(ω) � CBF(ω)

/
CBF0,

cmro2(ω) � CMRO2(ω)
/
CMRO2|0, in the frequency domain.

9.2.2 Time Domain Representation

According to the notation introduced in Sect. 9.2.1, we can write:

�O(t) � �OV (t) + �OF,Ȯ(t), (9.2)

�D(t) � �DV (t) + �DF,Ȯ(t), (9.3)
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and from (9.1) it immediately follows that:

(1 − SV )�OV (t) � SV�DV (t). (9.4)

Equation (9.4) states that the volume-driven changes �OV (t) and �DV (t) are
synchronous and proportional to each other, with a constant of proportionality that is
determined by the average oxygen saturation of the volume-varying vascular com-
partment(s).

Because blood flow and metabolic rate of oxygen dynamics solely affect the rate
of oxygen removal from hemoglobin, which in turn transform oxy-hemoglobin into
deoxy-hemoglobin, it follows that:

�OF,Ȯ(t) � −�DF,Ȯ(t). (9.5)

Equation (9.5) states that the dynamic changes�OF,Ȯ(t) and�DF,Ȯ(t) resulting
from blood flow and metabolic rate of oxygen changes are also proportional to each
other, with a proportionality factor of −1.

Equations (9.2)–(9.5) provide relationships between the overall oxy- and deoxy-
hemoglobin concentration dynamics (�O(t),�D(t)) and their components due to
blood volume changes (�OV (t),�DV (t)) or to blood flow and metabolic rate of
oxygen changes

(
�OF,Ȯ(t),�DF,Ȯ(t)

)
. In order to translate dynamic measure-

ments of hemoglobin concentration into measurements of the underlying changes in
blood volume cbv(t)), blood flow (cbf(t)), and metabolic rate of oxygen (cmro2(t)),
one needs to specify the relationship between hemoglobin concentration and physi-
ological quantities. This critical point is addressed in Sect. 9.2.4.1.

9.2.3 Frequency Domain Representation

The time-domain representationprovidedby (9.2)–(9.5) is expressedby the following
phasor equations in the frequency domain:

O(ω) � OV (ω) +OF,Ȯ(ω), (9.6)

D(ω) � DV (ω) + DF,Ȯ(ω), (9.7)

(1 − SV )OV (ω) � SVDV (ω). (9.8)

OF,Ȯ(ω) � −DF,Ȯ(ω). (9.9)

Equation (9.8) states that the volume-driven oscillationsOV (ω) andDV (ω) are in
phase and their relative amplitude can be determined by the average oxygen saturation
of the volume-oscillating vascular compartment(s). Equation (9.9) states that the
dynamic oscillationsOF,Ȯ(ω) andDF,Ȯ(ω) resulting from blood flow andmetabolic
rate of oxygen oscillations are in opposition of phase and have the same amplitude.
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Fig. 9.2 Phasor decomposition of measured oscillations of oxy-hemoglobin (O) and deoxy-
hemoglobin (D) concentrations, into their components due to blood volume (OV and DV) and
the combination of blood flow and oxygen consumption (OF,Ȯ and DF,Ȯ) oscillations. The cere-
bral blood volume phasor (cbv) is in phase with OV, whereas the blood flow and metabolic rate
of oxygen phasor (cbf − cmro2) leads OF,Ȯ by the angle indicated in the figure (as described in
Sect. 9.2.4.2)

Wehighlight the elegance of the phasor representation of (9.6)–(9.9) by illustrating
how these equations can be solved graphically. The system of (9.6)–(9.9) is a set of
four phasor equations, i.e. four 2-Dvector equations,which correspond to eight scalar
equations. Considering that O(ω) and D(ω) are measurable quantities (certainly
both of them with NIRS), this set of equations contains nine unknowns: the two
phasor components of each of OV , OF,Ȯ , DV , and DF,Ȯ , and the scalar quantity
SV . Therefore, the number of unknowns exceeds the number of equations by one
[31]. To solve this system of equations one may assume a value for SV , which has
an upper limit given by the arterial saturation (say, 1) and a lower limit given by
the lowest venous saturation (say, 0.5 under normal conditions at rest, but possibly
lower under special conditions). In Fig. 9.2, we illustrate how to solve the system
of (9.6)–(9.9) under the assumption that SV � 0.65. The measured phasors O and
D are combined by phasor addition into O +D, which represents the phasor of total
hemoglobin concentration. Because of (9.9), onlyOV and DV contribute to the total
hemoglobin concentration phasor (since OF,Ȯ + DF,Ȯ � 0), and (9.8) specifies that
OV and DV are in phase with each other and therefore with O + D. As a result, OV

and DV are aligned with O + D and the magnitude of OV is SV (or 0.65) times the
magnitude of O + D whereas DV is 1 − SV (or 0.35) times O + D. From (9.6) and
(9.7) it follows that OF,Ȯ is the vector from the tip of OV to the tip of O, and DF,Ȯ
is the vector from the tip of DV to the tip of D.OF,Ȯ and DF,Ȯ are translated to start
at the origin in Fig. 9.2, to show that they are opposite to each other, as per (9.9).

Figure 9.2 shows how, from the measured phasors (i.e. oscillations) of oxy- and
deoxy-hemoglobin concentrations, one can find the phasor component associated
with blood volume oscillations, and the phasor component associated with blood
flow and metabolic rate of oxygen oscillations. Now, similar to the time-domain
case, the key missing piece to translate oscillations of hemoglobin concentration
into oscillations of physiological quantities is knowledge of the relationships between
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OV (ω) and cbv(ω), and betweenOF,Ȯ(ω) and cbf(ω), cmro2(ω). This critical point
is addressed in Sect. 9.2.4.2.

9.2.4 A Hemodynamic Model to Relate Hemoglobin
Concentrations to Physiological Quantities

Amathematical model has been recently developed to derive analytical relationships
between the concentrations of oxy- and deoxy-hemoglobin concentrations in tissue,
and the key physiological quantities (blood volume, blood flow, and metabolic rate
of oxygen) that determine the steady-state values and drive dynamic changes in the
concentrations of oxy- and deoxy-hemoglobin in living tissue [19, 20]. This model
relies on the fact that every red blood cell, and the hemoglobin molecules it contains,
must travel from an arterial compartment (which delivers blood to tissue), through
a capillary compartment (including small arterioles, where oxygen exchange from
blood to tissue occurs), to a venous compartment (which drains blood from tissue).
Because oxygen diffusion from blood to tissue only occurs at the capillary level (here
we include in the capillary compartment the smaller arterioles that are also involved
with oxygen diffusion), the model treats the oxygen desaturation of blood according
to just two parameters: the mean capillary transit time (t(c)) and the rate constant
of oxygen diffusion from capillary blood to tissue (α). Dynamic perturbations to
either parameter (changes in blood flow velocity for t(c), changes in metabolic rate
of oxygen for α) cause dynamic perturbations to the oxygen saturation of capillary
blood, which propagate to the venous compartment according to another key model
parameter, the venous blood transit time (t(v)). We observe that while t(c) is a well-
defined parameter, independent of the tissue volume sampled (as long as it includes
the entire capillary compartment, which has linear dimensions of 1 mm or less), t(v)

monotonically increases with the volume of probed tissue, because longer and longer
venous drainage vessels are included in larger and larger probed volumes.

The model derives the dynamic effects of ideal step changes in blood volume,
blood flow velocity, and metabolic rate of oxygen to the tissue concentrations of oxy-
and deoxy-hemoglobin, and translates them to general perturbations with transfer
function analysis, i.e. by considering the microvasculature as a linear, time-invariant
system. In this approach, the microvascular system (for which dynamics in blood
volume, bloodflow, andmetabolic rate of oxygen are the input, and the concentrations
of oxy- and deoxy-hemoglobin are the output) is fully described by impulse response
functions in the time domain, and by transfer functions in the frequency domain.

Because of the relationships between dynamic changes in oxy- and deoxy-
hemoglobin, expressed by (9.2)–(9.5) in the time domain and by (9.6)–(9.9) in the
frequency domain, we only need to specify the effects of blood volume, blood flow,
and metabolic rate of oxygen on the concentration of one hemoglobin species, say
oxy-hemoglobin. This iswhatwe report in Sects. 9.2.4.1 for arbitrary hemodynamics,
and in Sect. 9.2.4.2 for oscillatory hemodynamics.
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9.2.4.1 Time-Domain Relationships

The contribution of oxy-hemoglobin concentration changes due to blood volume
dynamics (�OV ) is written as follows [19]:

�OV (t) �ctHb
[
S(a)CBV(a)

0 cbv(a)(t) +
〈
S(c)

〉F (c)CBV(c)
0 cbv(c)(t)

+ S(v)CBV(v)
0 cbv(v)(t)

]
(9.10)

being ctHb the blood hemoglobin concentration, S is the oxygen saturation of
hemoglobin, CBV0 is the baseline blood volume, cbv(t) is the relative blood volume
change (with respect to baseline), F (c) is the Fåhraeus factor (the ratio of capillary
to large vessel hematocrit), and superscripts (a), (c), and (v) specify the arterial, cap-
illary, and venous vascular compartments, respectively. Equation (9.10) shows that
blood volume dynamics result in instantaneous changes in oxy-hemoglobin concen-
tration, through proportionality factors expressed in terms of the concentration and
oxygen saturation of hemoglobin in blood.

The contribution of oxy-hemoglobin concentration changes (�OF,Ȯ ) due to blood
flow and metabolic rate of oxygen dynamics can be expressed as [19]:

�OF,Ȯ (t)

� ctHb

[ 〈
S(c)

〉

S(v)

(〈
S(c)

〉 − S(v)
)F (c)CBV(c)

0 h(c)
RC−LP (t) +

(
S(a) − S(v)

)
CBV(v)

0 h(v)
G−LP (t)

]

∗ (cbf(t) − cmro2(t)) (9.11)

The ∗ is here indicating a convolution product, cbf(t) and cmro2(t) are the rel-
ative blood flow and metabolic oxygen rate changes (with respect to baseline), and
h(c)
RC−LP(t) and h(v)

G−LP(t) are the impulse response functions that describe the low-
pass (LP) effects related to the microcirculation in the capillary and venous vascular
compartments, respectively.

The capillary impulse response function is approximated by that of a low-pass
resistor-capacitor (RC) circuit equivalent:

h(c)
RC−LP(t) � u(t)

1

τ (c)
e−t/τ (c)

, (9.12)

where u(t) is the unit step function (which is 0 for a negative argument, and 1 for a
positive or zero argument) and τ (c) is the capillary time constant (τ (c)) that is related
to t (c) as follows:

τ (c) � t (c)

e
. (9.13)

The venous impulse response function is approximated by that of a time-shifted
Gaussian low-pass filter:



192 S. Fantini et al.

h(v)
G−LP(t) � 1

t (v)r

e
−π

(
t−t (v)0.5

)2
/
(
t (v)r

)2

, (9.14)

where t (v)0.5 is the time-shift constant and t (v)r is the time-width constant. These two
time constant are close to each other, since t (v)0.5 � (5/6)t (v)r . If we identify t (v)0.5 with
the venous time constant (τ (v)), one finds that τ (v) is the mean of the capillary and
venous blood transit times:

τ (v) � t (c) + t (v)

2
. (9.15)

This treatment shows that any dynamic changes in blood flow or metabolic rate of
oxygen result in delayed and temporally spread changes in the tissue concentrations
of oxy- and deoxy-hemoglobin. These temporal effects occur on a time scale that
is determined by the capillary and venous blood transit times (as specified by the
capillary and venous time constants in (9.13) and (9.15)), and is analytically reflected
in the convolution product of (9.11).

9.2.4.2 Frequency-Domain Relationships

The oxy-hemoglobin phasor (OV ) that describes oxy-hemoglobin dynamics due to
sinusoidal oscillations of blood volume at angular frequency ω is written as follows
[19]:

OV (ω) � ctHb
[
S(a)CBV(a)

0 cbv(a)(ω) +
〈
S(c)

〉F (c)cbv(c)(ω)

+ S(v)CBV(v)
0 cbv(v)(ω)

]
(9.16)

where cbv(ω) is the relative blood volume phasor (normalized to the mean value of
blood volume), and we use the same notation as in (9.10). Equation (9.16) shows that
blood volume oscillations cause in-phase oscillations of oxy-hemoglobin concentra-
tion. In fact, OV and the blood volume phasors are linked by a linear relationship
with all real and positive coefficients that are expressed in terms of the concentration
and oxygen saturation of hemoglobin in blood.

The oxy-hemoglobin phasor (OF,Ȯ ) that describes oxy-hemoglobin dynamics due
to sinusoidal oscillations of blood flow and metabolic rate of oxygen is written as
follows [19]:

OF,Ȯ(ω) � ctHb

[〈
S(c)

〉

S(v)

(〈
S(c)

〉 − S(v)
)F (c)CBV(c)

0 H(c)
RC−LP(ω)

+
(
S(a) − S(v)

)
CBV(v)

0 H(v)
G−LP(ω)

]
[cbf(ω) − cmro2(ω)] (9.17)
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where cbf(ω) and cmro2(ω) are the relative blood flow and metabolic rate of oxy-
gen phasors (normalized to the corresponding mean values), and H(c)

RC−LP(ω) and

H(v)
G−LP(ω) are the transfer functions that describe the low-pass (LP) effects associ-

ated with the microcirculation in the capillary and venous vascular compartments,
respectively. Notice that the convolution product in the time domain (9.11) is replaced
by a regular product in the frequency domain (9.17).

The capillary and venous transfer functions are given by the Fourier transform
of the capillary and venous pulse response functions given in (9.12) and (9.14),
respectively:

H(c)
RC−LP(ω) � 1

1 + iωτ(c)
, (9.18)

H(v)
G−LP(ω) � e−0.11[ωτ(v)]2e−iωτ(v)

. (9.19)

The low-pass transfer functions of (9.18) and (9.19) have a negative phase of
−tan−1

(
ωτ(c)

)
and −ωτ(v), respectively. Therefore, (9.17) shows that the phase of

OF,Ȯ is more negative than that of cbf − cmro2; in other words, the oscillations
of oxy-hemoglobin concentration trail the driving oscillations of blood flow and
metabolic rate of oxygen. This is the reason that the phasor cbf(ω) − cmro2(ω) is
not aligned (i.e. in phase) with the phasor OF,Ȯ in Fig. 9.2, and (9.17) specifies the
phase angle (indicated in Fig. 9.2) between these two phasors. This phase lag is the
frequency-domain equivalent of the delay between dynamic changes in the tissue
concentration of oxy-hemoglobin and the driving changes in CBF or CMRO2 that
were observed in the time-domain case in relation to (9.11).

9.2.4.3 Modeling Cerebral Autoregulation

Cerebral autoregulation is the homeostatic regulation of cerebral blood flow that
maintains a relatively constant brain perfusion under conditions of variable mean
arterial pressure. Because relatively fast blood pressure changes (on a time scale
of less than one second) do not typically result in effective autoregulation, whereas
slower blood pressure changes are effectively compensated by cerebrovascular resis-
tance changes, autoregulation is often modeled with high-pass filters. Such filters are
usually applied to linear systems that consider arterial blood pressure as the input
and cerebral blood flow as the output. In cases where continuous arterial blood pres-
sure measurements are not available, we have considered a high-pass filter between
cerebral blood volume (the input) and cerebral blood flow (the output). Of course,
cerebral blood volume is not necessarily a suitable surrogate for mean arterial pres-
sure. However, blood volume measured by NIRS is mostly representative of the
microvasculature, with greater contributions from the more compliant venous com-
partments, and it was reported that dynamic NIRS measurements of blood volume
closely match (except from a slight delay) mean arterial pressure traces [32].
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In the time domain, the relationship between blood volume and blood flow is:

cbf(t) � kh(AR)
RC−HP(t) ∗ cbv(t), (9.20)

where k is a constant and h(AR)
RC−HP(t) is the high-pass (HP) impulse response function,

approximated here by the one for a high-pass resistor-capacitor (RC) equivalent
electrical circuit:

h(AR)
RC−HP(t) � δ(t) − u(t)

1

τ (AR)
e−t/τ (AR)

, (9.21)

where u(t) is the unit step function and τ (AR) is the time constant for autoregulation.
The corresponding frequency-domain relationships, expressed in phasor notation

and invoking the autoregulation transfer function, given by the Fourier transform of
(9.21), are:

cbf(ω) � kH(AR)
RC−HP(ω)cbv(ω), (9.22)

H(AR)
RC−HP(ω) � iωτ(AR)

1 + iωτ(AR)
. (9.23)

The high-pass transfer function of (9.23) has a positive phase of tan−1(1/(ωτ(c))).
Therefore, (9.22) shows that the phase of cbf ismore positive than that of cbv; in other
words, CBF oscillations lead CBV oscillations. This is reflected in the time domain
by the fact that higher frequencies (corresponding to temporal features having faster
time scales) are retained by the high pass filter. Therefore, peak values of dynamic
changes are reached at earlier times for cbf(t) than for cbv(t).

9.2.5 Coherent Hemodynamics Spectroscopy (CHS)

The above Sects. 9.2.1–9.2.4 provide the conceptual framework for the novel tech-
nique of coherent hemodynamics spectroscopy, or CHS [19]. CHS is based on coher-
ent hemodynamics that allow for considering, at least to a first approximation, the
microvasculature to behave as a linear time invariant system. The basic assumption
is that, over the observation period, there is a high level of coherence between the
driving physiological dynamics of blood volume, blood flow, and metabolic rate of
oxygen, and the resulting, measurable dynamics of oxy- and deoxy-hemoglobin con-
centrations in tissue. Under these conditions, the above analytical treatment holds,
and one can perform quantitative CHS measurements either in the time domain
(considering general temporal dynamics such as those illustrated in Fig. 9.1a) or in
the frequency domain (considering oscillatory dynamics such as those illustrated in
Fig. 9.1b).
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Quantitative CHS allows for the determination of a number of physiological
quantities related to tissue perfusion, oxygenation, and hemodynamics that can
find significant applications in diagnostic or functional studies of living tissue. For
example, we have shown the ability of CHS to measure the cerebral capillary tran-
sit time in hemodialysis patients and healthy controls [33], the cutoff frequency
for autoregulation in healthy subjects under normal breathing conditions and dur-
ing hyperventilation-induced hypocapnia [34], and the absolute value and relative
dynamics of cerebral blood flow [35].

9.3 Hybrid Method Based on Two-Layer Diffusion Theory
and the Modified Beer-Lambert Law to Study Cerebral
Hemodynamic Oscillations

As discussed in Sect. 9.1, some tissues cannot be assumed to be optically homoge-
neous when measured with non-invasive NIRS from the tissue surface. In particular,
the human head features tissue layers such as the scalp, skull, duramater and subdural
space, arachnoid mater and subarachnoid space, grey matter and white matter. These
different tissue types are characterized by different optical properties (i.e. absorption
and reduced scattering coefficients) that must be taken into account to accurately
describe light propagation from the illumination to the collection points. There is a
vast literature related to diffusive layeredmodels that can be classified into theoretical
or phantom studies [36–39], and in vivo studies [23–25]. These studies were aimed
at measuring either the absolute optical properties of layered tissue-like phantoms
or the baseline (i.e. steady state) optical properties of layered biological tissues.

In addition to the study of steady state conditions, it is important to apply two or
multi-layered models also for studying small perturbations in the optical properties
of heterogeneous tissues such as those associated with cerebral and extra-cerebral
hemodynamic changes, either spontaneous or induced. In particular, we could apply
diffusive layered models to analyze CHS data and extract the relevant physiological
parameters that pertain to the brain. However, due to signal-to-noise considerations,
detecting small hemodynamic oscillations using time-resolved methods is challeng-
ing. For example, in frequency domain (FD) NIRS, expected perturbations in the
absorption coefficient as induced by typical CHS maneuvers, should induce phase
changes that are comparable to the noise level. For these reasons, we propose to take
advantage of both FD and continuous wave (CW) NIRS measurements in order to
measure the oscillations in the concentration of oxy- and deoxy-hemoglobin in brain
tissue during typical CHS protocols.

The FD component of our method is based on FD NIRS measurements to esti-
mate the baseline optical properties of the head, which is considered as a two-layer
medium, with the first layer comprising extracerebral tissue, and the second layer
representing the brain. By using an inversion procedure based on a two-layer diffu-
sion model [25], we are able to derive not only the optical properties of the two layers
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but also the thickness of the extracerebral tissue layer. In our previouswork, the inver-
sion procedure was tested on both phantoms and human subjects [25]. Knowledge
of the optical properties of the two layers and the thickness of the first layer allows
for the estimation of the partial mean pathlengths travelled by detected photons in
each of the two layers, which are required for disentangling the contributions to the
measured signal from hemodynamic oscillations occurring in the extracerebral tissue
from those occurring in the brain. In the next two sections we describe in detail the
mathematical models of the proposed method of data analysis.

9.3.1 Diffusion Theory for a Two-Layered Cylindrical
Medium

A two-layer diffusive medium is divided into a top region (first layer) and bottom
region (second layer). The two media have different optical properties, namely the
absorption coefficient (μa) and the reduced scattering coefficient (μ′

s). The diffusion
equation for an intensity-modulated point source in the frequency domain (FD) is
written as:

∇ · [D0(r)∇φ(r,�)] −
[
μa(r) + i

�

v

]
φ(r,�) � −PAC (�)δ(r). (9.24)

In (9.24) φ is the fluence rate, i.e. the optical power per unit area impinging from
all directions (units: W/m2) at an arbitrary field point inside the medium (at position
vector: r), D0 � 1/

(
3μ′

s

)
is the optical diffusion coefficient, v is the speed of light

in the medium, � is the angular modulation frequency of the light intensity (in this
study�/(2π) is 110MHz), δ is the Dirac delta, and PAC is the source power. Here we
consider a cylindrical geometry, where one of the circular bases of the cylinder acts
as the surface available to the optical probe (light sources and optical detectors), and
the physical size of the cylinder (height and diameter) is large enough to neglect any
boundary effects at the sides and at the circular base opposite to the one accessible
to the optical probe. For a point source incident at the center of the circular base,
the general solution of the two-layer diffusion equation in cylindrical coordinates
(r =(ρ, θ, z); z is the direction of the cylinder’s axis pointing inside the medium) is
given by [40]:

φk(r,�) � PAC (�)

π a′2

∞∑

n�1

Gk(sn, z,�)J0(snρ)J
−2
1 (a′sn) (9.25)

where φk is the fluence rate in the kth layer of the medium (k =1, 2), sn are the
positive roots of the 0th-order Bessel function of the first kind divided by a′ � a + zb,
(where a is the radius of the cylinder), and Jm is the Bessel function of the first kind
of orderm. Also, zb is the distance between the extrapolated and the real boundary, zb
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=2D01(1+Reff)/(1 – Reff), Reff is the fraction of photons that are internally diffusely
reflected at the cylinder boundary and D01 is the optical diffusion coefficient in the
first layer. Here, we report the solution for Gk only for the first layer (k �1), since it
is the layer where the reflectance is calculated. For the first layer (the one illuminated
by the light source), G1 is given by the following expression:

G1(sn, z,�) � exp(−α1|z − z0|) − exp[α1(z + z0 + 2zb)]

2D01α1

+
sinh[α1(z0 + zb)] sinh[α1(z + zb)]

D01α1 exp[α1(L + zb)]

× D01α1 − D02α2

D01α1 cosh[α1(L + zb)] + D02α2 sinh[α1(L + zb)]
(9.26)

where L is the thickness of the first layer, z0 is the mean transport scattering length
in the top layer (1/μ′

s1), and αk (k �1, 2) is given by:

αk �
√

μak

D0k
+ s2n +

i �

D0kv
(9.27)

Equation (9.26) is attained in the limiting case of an infinite second layer in the z
direction, and for the situation where the two layers have the same refractive index
[40]. In (9.27),D0k andμak are the kth layer diffusion and the absorption coefficients.
For the calculation of the optical diffuse reflectance (R), one may apply Fick’s law:

R(ρ,�) � D01
∂

∂z
φ1(ρ, z,�)

∣∣∣∣
z�0

(9.28)

From the reflectance expression (as fully described by a complex function), one
can determine the amplitude, or AC(ρ, �) and the phase θ(ρ, �), the two main
quantitiesmeasured inFDNIRS, as follows:AC(ρ,�)� |R(ρ,�)|, θ(ρ,�)�Arg[R(ρ,
�)].

The above solution of the diffusion equation was used as the forward solver in an
inversion methodology, based on the Levenberg-Marquardt method which allows to
recover the two layers optical properties (μa,μ

′
s) and the first layer thickness from

measured AC amplitude and phase data at six source detector separations [25].When
data taken on human subjects are considered, the inversion procedure is run by using
average values of AC amplitude and phase data acquired during baseline, allowing
us to recover the average baseline oxy- and deoxy-hemoglobin concentrations in
extracerebral tissue and in the brain.
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9.3.2 mBLL for Measuring Hemodynamic Oscillations

CW intensity oscillations due to absorption oscillations in tissue are given (for the
case of a two-layered model of tissue) by the phasor equation:

i
(
d j , λ, ω

) � −
2∑

i�1

〈
li
(
d j , λ

)〉
µai (λ, ω) (9.29)

In (9.29), i
(
d j , λ, ω

)
is the phasor associated with sinusoidal intensity oscil-

lations normalized to the baseline, or average intensity:
I(d j ,λ,ω,t)−Ib(d j ,λ)

Ib(d j ,λ)
, where

I
(
d j , λ, ω, t

)
and Ib

(
d j , λ

)
are the instantaneous and baseline (or average) intensi-

ties, respectively, d j is the source detector separation (j=1,…, 6 in this work),λ is the
wavelength (λ�690, 830 nm in this work) and i is the layer index (i=1, 2).

〈
li
(
d j , λ

)〉

is the mean optical pathlength in layer i for photons detected at d j . µai (λ, ω) is the
phasor associated with sinusoidal absorption oscillations in layer i, normalized to
the baseline, or average absorption coefficient: μai (λ,ω,t)−μaib(λ)

μaib(λ)
, where μai (λ, ω, t),

and μaib(λ) are the instantaneous and baseline (or average) absorption coefficients,
respectively, in layer i. Note that μaib(λ) is measured by the FD method described
in the previous section for both layers i �1, 2. The phasors associated with oxy-
and deoxy-hemoglobin oscillations in the two layers (which comprise contributions
from both blood volume and blood flow oscillations) are related to the absorption
phasors by the relationship:

µai (λ, ω) � εHbO2(λ)Oi (ω) + εHb(λ)Di (ω) (9.30)

whereOi andDi are the oxy- and deoxyhemoglobin phasors, respectively, in layer i,
and εHbO2 and εHb are the wavelength-dependent extinction coefficients of oxy- and
deoxy-hemoglobin.

Equation (9.29) represents a generalized mBLL for a two-layered medium, and
it can be re-written in the form of the standard mBLL by introducing an effective
absorption phasor that depends on the source-detector separation:

i
(
d j , λ, ω

) � −〈
L
(
d j , λ

)〉
µa,eff

(
d j , λ, ω

)
(9.31)

In (9.31), the intensity phasor is expressed in terms of an effective absorption
coefficient phasor µa,eff

(
d j , λ, ω

)
(which depends on d j ) and the total mean path-

length,
〈
L
(
d j , λ

)〉
, traveled by the photons that are detected at a source-detector

distance d j . The effective absorption coefficient phasor is related to effective oxy-
and deoxy-hemoglobin concentration phasors by a relationship formally similar to
(9.30):

µa,eff

(
d j , λ, ω

) � εHbO2(λ)Oeff
(
d j , ω

)
+ εHb(λ)Deff

(
d j , ω

)
(9.32)
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By using (9.29)–(9.32), we derive the following system of equations:

Oeff
(
d j , ω

) � α1
(
d j

)
D1(ω) + α2

(
d j

)
O1 + α3

(
d j

)
D2(ω) + α4

(
d j

)
O2 (9.33)

Deff
(
d j , ω

) � β1
(
d j

)
D1(ω) + β2

(
d j

)
O1 + β3

(
d j

)
D2(ω) + β4

(
d j

)
O2 (9.34)

where the coefficients αi and βi depend on both wavelengths, through the extinction
coefficients and also through the ratio of partial to total mean optical pathlengths( 〈li(d j ,λ)〉
〈L(d j ,λ)〉

)
[30]. The coefficients α1, α3 (in (9.33) for oxy-hemoglobin) and β2, β4

(in (9.34) for deoxy-hemoglobin) are called cross talk coefficients, and are much
smaller than the other coefficients, and usually could be omitted without signifi-
cantly affecting the results. However, in this study we used (9.33) and (9.34) with no
approximations.

We observe that knowledge of the baseline values of the optical properties in
the two layers and the thickness of the first layer allows us to calculate all of the
coefficients α and β in (9.33) and (9.34). In this work, the shortest source-detector
separation was d1 � 8mm. Considering that the combined scalp and skull thick-
ness in adult human is typically 8–16 mm, we made the reasonable assumption
that Oeff(d1, ω) � O1(ω) and Deff(d1, ω) � D1(ω); in other words, the oxy- and
deoxy-hemoglobin phasors obtained with the mBLL from the measured optical sig-
nals at the shortest source-detector separation are taken to coincide with the oxy-
and deoxyhemoglobin phasors of the top layer. Then, we used (9.33) and (9.34) to
retrieve the phasors of oxy- and deoxy-hemoglobin concentrations in the bottom
layer,O2(ω) and D2(ω), by using the oxy- and deoxy-hemoglobin phasors obtained
with the mBLL from the measured optical signals at the longest source-detector sep-
aration,Oeff(d6, ω) andDeff(d6, ω). The reason for using the longest source-detector
distance is that, at this distance, the measured optical intensities are most sensitive
to the bottom, cerebral tissue layer.

9.4 Experimental Methods

A commercial frequency-domain tissue spectrometer (OxiplexTS, ISS Inc., Cham-
paign, IL) was used in the NIRS measurements that were performed. A frequency of
110 MHz was used for modulating the laser intensity outputs. An optical probe was
connected to the spectrometer through optical fibers distributing 690 and 830 nm
wavelength light at six different locations, separated 8, 13, 18, 28, 33, and 38 mm
from a single collection optical fiber. The optical probe was positioned against the
subject’s forehead right side and fixed with a flexible headband. The instrument was
calibrated through an optical phantom of known optical properties, by means of the
so called multidistance FD NIRS procedure [41].

Pneumatic thigh cuffs were swaddled around the person’s thighs and plugged to
an automated cuff inflation system (E-20 Rapid Cuff Inflation System, D. E. Hokan-
son, Inc., Bellevue, WA). The thigh cuffs air pressure was continuously monitored



200 S. Fantini et al.

Cuff inflaƟon system 

Frequency-domain 
NIRS instrument

OpƟcal probe

Fig. 9.3 Schematic of the experimental setup, including the frequency-domain NIRS instrument,
the pneumatic thigh cuff, and the automated cuff inflation system. A detail of the optical probe is
shown to specify the six source-detector distances used

through a digital manometer (Series 626 Pressure Transmitter, Dwyer Instruments,
Inc., Michigan City, IN). The thigh cuff pressure monitor analogue outputs were
fed to auxiliary inputs of the NIRS instrument for concomitant recordings together
with the NIRS data. A 25 year old healthy female was subjected to an eight cycles
protocol, where in each cycle the thigh cuff was inflated to a pressure of 190 mmHg
for 9 s and released for 8 s (f �0.059 Hz, where f=ω/2π is the frequency of the cuff
inflation/deflation cycles).

The analytic signal method [42, 43] was used to associate phasors (i.e. an ampli-
tude and phase) to the oscillations of oxy- and deoxy-hemoglobin concentrations,
which were obtained by using the mBLL as explained in Sect. 9.3.2 ((9.31) and
(9.32)). The overall experimental setup layout is displayed in Fig. 9.3.

9.5 Results

The frequency-domain multi-distance NIRS data collected in vivo, analyzed with the
two-layer diffusion model of Sect. 9.3.1, yielded the values of the baseline optical
properties of the two tissue layers and of the thickness of the top layer that are reported
in Table 9.1. On the basis of these baseline optical properties and thickness of top
layer, we have computed the α and β coefficients in the system of (9.33) and (9.34),
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Table 9.1 Baseline optical properties and top layer thickness obtained on the head of a human
subject with multi-distance FD NIRS data and a two-layer diffusion model

λ1
(690 nm)

λ2
(830 nm)

Top layer μa1 (cm−1) 0.072 0.068

μs1
′ (cm−1) 12.4 12.5

Thickness (mm) 9

Bottom layer μa2 (cm−1) 0.089 0.10

μs2
′ (cm−1) 2.7 2.1

Table 9.2 Coefficients of the linear combinations of the oxy- and deoxy-hemoglobin concentration
phasors in the top and bottom tissue layer (O1, D1, O2, D2) that result in the effective phasors
obtained from CW NIRS data at source-detector separation d6 � 38mm with the modified Beer-
Lambert law (Oeff(d6),Deff(d6)) (see (9.33) and (9.34))

α1(d6) 0.062

α2(d6) 0.63

α3(d6) −0.062

α4(d6) 0.37

β1(d6) 0.54

β2(d6) −0.016

β3(d6) 0.46

β4(d6) 0.016

for the greater source-detector distance (d6 � 38mm), as reported in Table 9.2. This
is the first step of our hybrid approach: the determination of the coefficients of the
linear system of (9.33) and (9.34) that allows us to translate single-distance, CW
NIRS measurements of effective oxy- and deoxy-hemoglobin concentration phasors
at short distance (Oeff, Deff at d1 � 8 mm) and long distance (Oeff, Deff at d6 � 38
mm) into the actual hemoglobin concentration phasors in the top layer (O1,D1) and
bottom layer (O2,D2) of the investigated tissue.

Figure 9.4 shows the phasors of the concentrations of oxy- and deoxy-hemoglobin
at six source-detector separations derived with the mBLL (top phasors in Fig. 9.4).
Even though we have used only the effective phasors measured at the first and the
sixth source-detector distances for our method of recovering O2(ω) and D2(ω), in
Fig. 9.4 we also show the other effective phasors to illustrate that both oxy- and
deoxy-hemoglobin effective phasors rotate clockwise as they are measured farther
and farther from the detector. Because larger source-detector separations feature
enhanced sensitivities to deeper tissues, this trend is indicative of different oscilla-
tions occurring in the extracerebral tissue and in the brain. Specifically, these results
indicate that hemodynamic oscillations in the bottom layer have a lower phase than
those in the top layer. In otherwords, deeper hemodynamic oscillations lag superficial
hemodynamic oscillations.
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Light Sources
(690, 830 nm)

OpƟcal
Detector

Top Layer

BoƩom Layer

[Hb] [HbO2] Oeff, Deff (d1…d6)

O1

O2

D2

D1

Fig. 9.4 Schematic illustration of the two-layer tissue model and the set of illumination and collec-
tion optical fibers at six source-detector distances (8, 13, 18, 28, 33, and 38 mm). The set of phasors
above each illumination optical fiber are the effective oxy- and deoxy-hemoglobin concentration
phasors obtained from single-distance CW NIRS data analyzed with the modified Beer-Lambert
law. The phasors inside the top and bottom layers represent the actual hemodynamic oscillations in
the two layers, as obtained by our hybrid FD/CW NIRS approach

The phases of all phasors were taken relative to the phase ofOeff(d1, ω) � O1(ω)

(we recall that the oxy-hemoglobin phasor obtained with the mBLL from the optical
data at the shortest source-detector distance, d1, was taken to coincide with the
oxy-hemoglobin phasor of the top layer), so that, by definition, Arg (O1(ω)) � 0◦.
With this convention, the effective oxy- and deoxy-hemoglobin phasors obtained
from CW NIRS data and the mBLL at the shortest (d1) and longest (d6) source-
detector distances were: Oeff(d1) � 0.67μM 
 0◦; Deff(d1) � 0.096μM 
 103◦;
Oeff(d6) � 0.49μM 
 − 28◦; Deff(d6) � 0.067μM 
 55◦.

As described in Sect. 9.3.2, we identified Oeff(d1) and Deff(d1) with the oxy- and
deoxy-hemoglobin concentration phasors in the top layer: O1 � 0.67μM 
 0◦ and
D1 � 0.096μM 
 103◦. From (9.33) and (9.34), using the coefficients of Table 9.2,
we obtained the oxy- and deoxy-hemoglobin concentration phasors in the bottom
layer:O2 � 0.62μM 
 − 87◦ and D2 � 0.11μM 
 13◦. These phasor results for the
top and bottom tissue layers, which reflect hemodynamic oscillations at the induced
frequency of 0.059 Hz, confirm the qualitative observation that hemodynamic oscil-
lations in the bottom layer lag those in the top layer (in this case, by about 90°).

9.6 Discussion and Conclusions

Wehave described a novel technique,CHS, to performquantitative studies of cerebral
hemodynamics on the basis of data collected with NIRS or fMRI. This technique is
combined with a dedicated analytical model that describes arbitrary time courses of
oxy- and deoxy-hemoglobin concentrations in tissue (time-domain representation),
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or oscillatory hemodynamics at well-defined frequencies (frequency-domain repre-
sentation). This analytical model enables the translation of measurable hemoglobin
concentrations in tissue into physiological quantities of interest for diagnostic assess-
ment, functional studies, or characterization of tissue perfusion. The dynamic study
of blood perfusion and oxygenation has been performed for many years using both
NIRS and fMRI in a number of research areas. For example, spontaneous low-
frequency hemodynamic oscillations have been investigated in studies of resting
state functional connectivity based on fMRI [44–46] or NIRS [47–50]. Even more
closely related to CHS, several NIRS studies have investigated the relative phase of
cerebral [Hb] and [HbO2] oscillations occurring spontaneously [51] or in response
to paced breathing [32, 52, 53]. The innovative aspects of CHS are the systematic
nature of the measurements of coherent hemodynamics, and the quantitative analysis
afforded by the analytical mathematical model.

In the case of non-invasive NIRS studies of the human brain, one has to take
into consideration the presence of superficial, non-cerebral tissue layers that may
confound optical measurements of the brain cortex. This is a well-known limiting
factor of non-invasive functional NIRS, which has been tackled in a number of ways,
typically based on collecting data at multiple source-detector separations in combi-
nation with regression methods [26], spectral analysis [54], independent component
analysis [55], or the computation of partial mean pathlengths in two-layered media
[56].

This chapter describes a hybrid FD/CW method based on the mBLL and on a
two-layer diffusion model to disentangle the contributions to the optical signals from
induced hemodynamic oscillations occurring in the extracerebral (superficial) tissue
and in the (deeper) brain tissue. This problemwas tackled by using a two-layer diffu-
sion model and the combination of NIRS data collected at multiple source-detector
separations. This two-layer diffusion model has by now been used in the evalua-
tion of baseline optical features and hemoglobin concentrations in two “effective”
head tissue layers. Frequently, in NIRS, the dynamics of hemoglobin species are
calculated by means of the modified Beer-Lambert law (mBLL), which considers
homogeneous absorption changes in a light probed tissue. As this premise can be
violated under a variety of conditions, it would be fundamental to distinguish the
hemodynamic oscillations taking place in the extra-cerebral layers, namely scalp
and skull, from those taking place in the brain. Thereupon a more realistic two dis-
tinct layers model of the head has been considered. The diffusion equation solution
in the FD corresponding to a two-layer configuration was used to recover the absorp-
tion baseline values, the reduced scattering coefficients of both layers, and also the
first layer thickness, from frequency-domain data at six source-detector separations.
These baseline values were used to calculate the partial (in each layer) and total (in
the entire medium) mean optical pathlengths which allowed us to recover the oxy-
and deoxy-hemoglobin hemodynamic oscillations in the two tissue layers by using
CW data. This is the first step to recover relevant physiological parameters specific
to the brain by using CHS.

In summary, we have described CHS, a new technique to investigate cerebral
hemodynamics, and a first attempt towards the creation of depth-resolved CHS.
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The ability to perform accurate measurements of the cerebral hemodynamics with
non-invasive optical techniques can ultimately result in a powerful tool towards the
non-invasive assessment of cerebral perfusion, autoregulation, functional activation,
and overall tissue viability in vivo.
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Chapter 10
Study of Endogenous Fluorescence
as a Function of Tissues’ Conservation
Using Spectral and Lifetime
Measurements on Tumor or Epileptic
Cortex Excision

F. Poulon, M. Zanello, A. Ibrahim, P. Varlet, B. Devaux and D. Abi Haidar

Abstract Until today the endogenous fluorescence of tissue were neglected and
often consider as a source of noise in medical imaging, however recent work and
future technologies seems to reconsider it as a new imaging modality in medical
devices. One of the precursor fields for the use of autofluorescence in tissue is the
study of cancerology, which was recognized as a powerful tool for the future of med-
ical devices. Althoughmany studies have been started and done in this field, there are
still numerous aspects of the signal that are not well known yet such as time depen-
dence after extraction of fresh tissues. In this work, freshly resected human samples
were exanimated in order to investigate their autofluorescence changes with time.
Primary results of this examination prove that fluorescence intensity and lifetime
values of healthy and tumoral samples decreased slightly with time.
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10.1 Introduction

Neurosurgery has benefited greatly over the last years from technologies, it became
a self-standing specialty during the first decades of the 20th century [1]. Since the
pioneering work of Harvey Cushing, neurosurgeons worked together with scientists
to improve surgical interventions for many years. Due to these collaborations, oper-
ative microscope is employed since the 1970s [2], endoscope since the 1980s [3] and
echography is now routinely performed during interventions [4].

The two major primary brain tumors are the glioma (16%) and the meningioma
(36%), [5], and looking at the over all of primary and second brain tumors, the
metastases represents 55% of brain tumors. These three histological types are very
challenging tumors to resect as they are presenting infiltrationwith low concentration
tumors cells around the solid tumor. The actual techniques used to diagnose a tumor
are the Risk of malignancy Index (RMI) and the Computed Tomography (CT) scan,
both technologies cannot give a resolution under millimeter scale, they are also
difficult to bring to the operating room and consequently cannot give information in
real time on the environment of the tumors. Nowadays there are no techniques to
identify these regions, which appear healthy to the naked eye.

Actual philosophy used by the surgeon is amaximum extent of the resection while
preserving the main brain function in the surrounding areas [6, 7]. However, it is still
impossible for a neurosurgeon to know in real time and with assurance if all the
margins around the solid tumor were correctly cleared due to the lack of contrast
in this region. Only the examination of biopsies, after surgery, is in fact the right
way to really know. Nevertheless, the results of the biopsy are obtained only few
days later, and if it appears that the surgeon did not took all the tumor, a second
surgery is required, with added costs and bringing discomfort to the patient. In order
to conciliate an efficient surgery and a high post-operative quality of life, developing
new optical tools with higher resolution and compatible to the surgery room appears
as a necessity. This limit can be overcome by modern optical imaging based on
fluorescence contrast. Potential optical devices with a micrometric resolution are
currently explored in neurosurgery and neurooncology [8, 9]. They are most of the
time associated with the use of external markers such as 5-ALA, indocyanine or
fluorescein sodium, introducing a potential bias. If fluorescence analysis is a young
and promising technique, the microscopic probes under in development today are
mainly confocal microscopes deported by optical fiber. These systems present some
major drawbacks: low level of beam penetration, strong photodamage, and also
having only one contrast to look at the data, which is difficult to exploit and to
extend to a large cohort to give a definite response on the nature of tissues and cells.
Future developments on exogenous or endogenous fluorescence are all going into a
multimodality way to improve accuracy of the analysis [10].

To address this key challenge in neurosurgery, one proposes the development of a
miniaturized multimodal nonlinear endomicroscope. The set-up will be at a millime-
ter scale to be used during surgery and will combine four different modalities, two
quantitative (spectral and lifetime measurements) and two qualitative (fluorescence
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and second harmonic generation imaging). The use of a non-linear excitation, with
an accordable femtosecond laser in the near-infrared, solves some of the drawbacks
of a confocal set-up with visible excitation. Under this nonlinear excitation there
is no overlapping between emission and excitation, a better penetration depth can
be achieved and photodamages are more localized and controlled. In addition,
working in the tissue therapeutic window, the access of two optical modalities, the
fluorescence and the non-linear phenomenon of second harmonic generation (SHG),
and the accordable cavity offers the possibility to excite a large range of molecules.
This system can also be based on tissues autofluorescence to get information on its
microenvironment in real time without any exogenous dye. Endogenous fluores-
cence was first considered as a noise in the data, as a result of a background signal
compared to the emission of exogenous markers. Recent progresses in microscopy,
data analysis, and will to work without markers for a faster integration with surgical
process lead to reconsider this judgment, in such a way that autofluorescence in
appearing now as a powerful and very promising tool to monitor biological condi-
tions and environment in real time [11]. Literature on the subject is growing and put
in light a large number of molecules able to give a fluorescence signal as for example
Tyrosine, tryptophan, collagen, NADH, FAD, lipopigments, Porphyrins, Keratin,
Elastin. In the visible and near infrared excitation range, five major molecules have
been highlight in brain tissues: NADH, FAD, lipopigments, porphyrin and chlorin
[12] and studied previously on rat slices and human biopsies [13–15].

In parallel to the technical development of such endomicroscope, it’s important
to well characterize the endogenous fluorescence under a large scale of excitation
wavelengths and through the different modalities to be implemented. Consequently,
a database of the optical signature for the different brain tissues and tumors has to
be implemented in order to be able to establish indicators of tumor cell at a high
resolution.

To get vital information but still poorly documented in the literature such as
variation of this signal with time, an endoscopic system has been installed at the
Saint-AnneHospital (Paris, France), as close as possible to the surgery roomallowing
to analyze biopsies just after surgeries. This system is a fibered endoscope working
with a visible excitation andmeasures the spectral emission and fluorescence lifetime
of human brain samples. Since usually there is a significant time lapse between
tumor resection and optical analysis due to the selection and transport of the sample
between the operating room and microscopy assembly. Even during neurooncology
interventions, this time delay still exists: the operation lasts often several hours and
biopsies can be taken at any moment, but only brought to the anatomopatholgy
service at the end of it.

The aim was to record spectral and lifetime measurements from different endoge-
nous molecules from human brain sample and to follow the evolution of the fluo-
rescence response within time after excision. Samples were provided from adult
patients operated in the Sainte Anne Hospital Neurosurgery Department (Paris,
France), longue been known for its activity’s in cancer treatment and for its col-
laborations with laboratory’s and hospitals. Surgery room in Sainte Anne is close to
the experimental setup location allowing to ensure a minimum of time lag between
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the biopsy collection and the sample examination under the optical endoscope. This
study was accomplished on metastasis and epileptic cortex tissues.

10.2 Experimental Section

10.2.1 Optical Assembly

A detailed description of the experimental set-up, previously published [16], for con-
sistency it will be transcribed here. The optical experimental setup is schematized
in Fig. 10.1. Summarizing, the excitation source is composed by two PicoQuant
separated laser diodes coupled with a shutter, which emit 70 ps pulses centered at
405 nm (LDH-P-C-405B) and 375 nm (LDH-P-C-375B) with a 40 MHz repetition
rate. The laser beam is coupled into a SEDI ATI Fibres Optiques (HCG M0200T)
optical fiber, specifically dedicated to the excitation source. It is a 200 µm of core
diameter a 0.22 numerical aperture (NA) multimode optical fiber, preceded by an
injector coupled with a band pass filter centered at 375 or 407 nm. The average power
at the fiber output is less than 1 mW. The overall spatial resolution was of 500 µm
[17]. The fluorescence signal is collected by a multimode fiber (HCG M0365T),
365 µm core diameter and 0.22 NA, via a collimator at its proximal output cou-
pled with a high pass filter. The collected fluorescence is separated in two through
a beam splitter towards two detectors. A cooled spectrometer (QP600-1-UV-VIS,
Ocean Optics) was used for spectral measurements., The collected fluorescence was
guided to A photomultiplier tube (PMT) (PMA-182 NM, PicoQuant GmbH, Berlin,
Germany) was used for time resolved measurements. The PMT temporal resolu-
tion was of 220 ps. The synchronization output signal from the diode driver and
the start signal from the PMT were connected to their respective channels on the
data acquisition board Time-Correlated Single Photon Counting (TCSPC) (Time-
Harp 200, PicoQuant GmbH, Berlin, Germany). The selection of spectral emission
band was carried out through a motorized filter wheel (FW102C, Thorlabs, Newton,
USA), placed in front of the PMT. Five filters were used at the 405 nm excitation
wavelength (Semrock, New York, USA): 450±10 nm, 520±10 nm, 550±30 nm,
620±10 nm and 680±10 nm corresponding respectively to the five endogenous
fluorophores: reduced Nicotinamide adenine dinucleotide (NADH), flavin (FAD),
lipopigments (Lip), porphyrin (Porph) and chlorin. At the 375 nm excitation wave-
length, only the 450±10 nm and the 520±10 nm filters were used. The time of life
and spectroscopic measurements were carried out on the same setup and the time
required to measure each fluorophore lifetime was two seconds.

A Matlab software script was developed to process the spectral measurements
namely to fit the different endogenous molecules that emit fluorescence in brain tis-
sues. The results of a fitted spectrum are presented in Fig. 10.2, where the emission
spectra of control group at 405 nm wavelength are displayed [18, 19]. It basically
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Fig. 10.1 Illustration of the optical setup used for spectral and lifetime fluorescence measurements
of human brain tissues

Fig. 10.2 Spectrum of a control tissue with a 405 nm excitationwavelength fittedwith a homemade
Matlab script [18, 19]

shows that at this wavelength one can excite correctly the five molecules mentioned,
and by extracting the fitting curve of eachmolecule its maximum intensity can be fol-
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lowed overtime easily. The Symphotime (PicoQuant, GmbH, Berlin, Germany) soft-
ware was used to treat fluorescence lifetime data, collected by the same equipment.

For XY scanning a dedicated mechanical support was mounted on a motorized
micro translator stage (Thorlabs, Newton, USA) was used. The scanning velocity
in X-dimension was 100 µm/s and the acquisition time during X-line scanning was
three seconds per fluorescence spectrum.

The optical set-up was placed in the Neuropathology Department of Sainte Anne
Hospital (Paris, France), to be as close as possible to the in vivo conditions.

10.2.2 Samples

The study here under consideration was carried out with the approval of the Institu-
tional Review Board of Saint Anne Hospital (CPP S.C. 3227), the adult patients sign
an agreement before surgery and under these conditions the anatomopathologist is
allowed to supply a fraction of the resected biopsy for research purpose directly after
the operation.

Samples came from adult patients submitted to surgery in the Sainte Anne Hos-
pital Neurosurgery Department (Paris, France). Five samples have been analyzed:
three metastasis samples (tumor samples) and two epilepsy surgery samples (con-
trol sample). Each sample was selected by a senior pathologist on a fresh resected
specimen.

Samples were analyzed if there was enough material for gold-standard
histopathology and if the resected specimen was representative of a tumor or a
healthy tissue. A resected sample of metastases and a typical histological staining of
this group is shown in Fig. 10.3. On this figures three regions can be distinguished,
a healthy part of the cortex, where control biopsies were taken, a meninx wraps

(b)(a)

Fig. 10.3 a Image of a metastases biopsy on the set-up just before measurements. b Histological
gold standard Hematoxylin and Eosin (H&E staining) of a metastases biopsy
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between region of cortex, and a metastasis area, very identifiable by the very dense
vascularization creating a net around the tumorous cells.

10.3 Results

10.3.1 Spectral Emission

Just for reference, fluorescence dynamics reference times will be after excision (t0),
one hour after excision (t1), two hours after excision (t2) and three hours after excision
(t3) and so on. Accordingly, a slight decrease within the first 3 h was noticed in
fluorescence intensity and a strong decrease (>50%) of the fluorescence intensity
was observed for the longest time intervals (t4 and t5).

For the five investigated endogenous fluorophores, the maximum fluorescence
intensity of the fitted spectrums was lower after three hours (t3) than at the initial

Fig. 10.4 Normalized
fluorescence intensity
emission of NADH and FAD
for different endoge-nous
molecules of metastasis (a)
and Control (b) tissue using
excitation at 375 nm

(b)

(a)
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(a) (b)

(c) (d)

(e)

Fig. 10.5 Mean maximum fluorescence intensities at 405 nm excitation of the five endogenous
fluorophores: a NADH, b FAD, c lipopigment, d porphrin and e chlorin for different times. (For
reference t0, after excision, t1, one hour after excision, t2 two hours after excision and three t3,
hours after excision)

measurement (t0). It should be noted that this decrease was not always seen and
a large variability has been observed in the dataset. The normalized fluorescence
intensities for each endogenous molecule (NADH, FAD, Lipopigments, Porphyrins
and Chlorins) forMetastasis and Control tissues are shown in Fig. 10.4. These results
were acquired using 375 nm excitation wavelength.

For the 405 nm excitation wavelength, cortex samples revealed stronger fluores-
cence intensity values than metastasis, behavior which was maintained during all the
protocol. At excitation wavelength of 375 nm, the opposite situation seemed to take
place (Fig. 10.4) even if partial results did not allow any conclusion.

Figure 10.5 illustrates the endogenous fluorescence variation within time for each
endogenousmolecule. This studywas accomplished formetastasis andhealthy cortex
tissue. As shown, a different trend was observed within time between tumorous and
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Fig. 10.6 The spectral
behavior of the emission
fluorescence from metastasis
sample until the fifth hour
and on the same ROI using:
405 nm excitation
wavelength top graph and
375 nm excitation
wavelength, bottom graph
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healthy tissue. In both case and for all endogenous molecules, a remarkable change
in fluorescence intensity was recorded after 2 h.

To explore changes in the pattern of the spectra, the last metastasis sample on
the same ROI, were recorded until the fifth hour. The results, shown in Fig. 10.6,
revealed that spectral pattern is also affected under 405 nm excitation wavelengths
as follows: at t0, three emitted peaks were registered around 600, 680 and 700 nm.

At 375 nm excitation wavelength, the two first peaks (600 and 680 nm) were also
present. After five hours (t5) the spectral shapes did not show any of these peaks
for both 375 and 405 nm excitation wavelengths. These changes could be associated
with tissue oxygenation.

10.3.2 Lifetime Measurements

Figure 10.7 summarizes the lifetime evolution of fluorescence measurements for the
three-metastasis samples and the two samples of healthy human cortex using 405 nm
excitation wavelength.

The same trend was observed for the three-metastasis samples: lifetime values
slightly shortened with time at 405 nm excitation wavelengths. At 375 nm excitation
wavelength longer lifetime values have been found, for the 450±10 and 520±10 nm
filterswith regard to 405 nm excitationwavelengths values. The lifetime values found
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Fig. 10.7 Fluorescence lifetimes dynamics of the five endogenous fluorophores obtained with
405 nm excitation wavelength: after excision (t0), one hour after excision (t1), two hours after
excision (t2) and three hours after excision (t3)

were in the 1.69–5.63 ns range. It should be noted that at 405 nm, the values for the
620±10 and 680±10 nm filters give the feeling to be longer for metastasis samples
than for cortex samples. The differences in fluorescence lifetime could be associated
with tissue viability. In fact, after three hours the cellular structure did changed as
it can be noticed on histological analysis taken right and after the surgery, i.e. after
t3. Therefore the tissue microenvironement also changes, which likely affects life-
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time measurements. Generally, three hours after tissue excision, no clear differences
have been observed on fluorescence lifetime measurements between all investigated
fluorophores on these metastasis samples.

Shorter lifetimes seemed to take place in healthy cortex samples when compared
with those of metastasis samples particularly for the last two filters, namely 620±10
and 680±10 nm. This is likely to be associatedwith porphyrin and chlorin behaviors,
at 405 nm excitation wavelength.

10.4 Discussions and Conclusions

The characteristics of variation of endogenous fluorophore in human tissues over
time were addressed here for the first time. Five fluorophores were considered in
this study: reduced nicotinamide adenine dinucleotide (NADH) and flavins (FAD),
two coenzymes in the Kreps cycle. Each plays major roles in energetic metabolisms,
such as glycolysis, are the most investigated endogenous fluorophores, often look at
to express the redox ratio between them [20–22], lipopigments in which the fluores-
cence emission depends on the oxidation degree of its components [23], porphyrin
which has a relative increase in fluorescence in tumorous tissues [24] and Chlorin.
These fluorophores were excited at 375 and 405 nm wavelengths and fluorescence
emission was observed between 400 and 900 nm, Excitation at 405 nm wavelength
was found to be the most efficient to excite these five molecules, while 375 nm
excitation was seen more specific for NADH and FAD. Working with autofluores-
cence signals, for long considered as noise, offers major advantages as not required
potential bias due to the introduction of external molecules the tissue molecules are
directly being analysed, and in a long term consideration it allows to avoids draw-
backs related with the ministration of external agents to a patient. However, it is
not an easy signal to work with, mainly due to its very low intensity, thus requiring
precise measurement techniques to extract it correctly and a lot of signal processing
to be performed in order to extract meaningful information. If endogenous fluores-
cence is an argument for cost reduction, the choice of the modality to observe it
is also driven by a low cost will. Spectral portal devices have been evaluated at a
cost of 15,000 US dollars, a ship technology in medical imaging and its small size
is also very suitable to the operating room [25]. Moreover spectroscopy is a very
fast measurement technique, with a high resolution and very easy to implement.
Preliminary results of combined spectral with quantitative measurements, as fluo-
rescence lifetime, has already been reported [13–15, 18]. Fresh and fixed extracted
slices from rat brain previously injected tumorous cell lines [13] and fixed human
tissues have been measured to discriminate meningioma grades I and II [14] and, in
the latest, fresh human samples minutes after operation started to be analysed [19].
These preliminary results have boosted to further studies on fresh biopsies over time,
to see how the samples will change and thus to see if bringing them to a multiphoton
platform an hour away from the hospital will still give viable outcomes. Presented
results showed that autofluorescence decreased with time after extraction; however
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this decrease was seen to be high for fluorescence intensity but not strong for lifetime
measurements. This behaviour is consistent with previous published results on aut-
ofluorescence variation with time [26]. The same trend was observed for Metastasis
and control samples (cortex providing from epilepsy surgery): a slight decrease in
fluorescence intensity and lifetime values with time. Then, this change is general for
tissues and not dependent on its nature. The fluorescence signal starts to have a sig-
nificant change in shape after two hours and loses most of its distinct emission peak
after five hours. Analysis on resected tissues should happen in the next two hours
to give a result close to what the surgeon will see with an endoscopic probe during
intervention. In anatomopathology samples are stored for several days to assess a
diagnosis. To conserve the tissues, a fixation with formaldehyde is performed. An
interesting experiment following this studywill be to fix a tissue after each significant
time (t0, t1, t2,…) andmeasure its spectrum to see the real impact of fixation and if the
moment of fixation plays a role in the spectral response. This information will help
to validate or not measurements made on a fixed tissue on multiphoton microscope
hours away from the surgical room, in order to ingrate them in an optical database.
This study has shown that fluorescence lifetime stays quite stable through time even at
low fluorophores concentration. It has already been reported in the literature that this
technique is not sensitive to molecules concentration, excitation wavelength, setup
type, but only to environmental and structural factors. Fluorescence lifetime is then
influenced for example by variation of pH, temperature, solvent, media viscosity,
molecule interaction, microenvironement of the molecules and molecule structure
[27–30]. This gives a perfect pendant to classical techniques to monitor fluorescence
such as spectroscopy, which gives quantitative values only on fluorescence intensity,
a parameter highly influenced by the concentration and system probe geometry. Flu-
orescence lifetime brings a real quantitative value insensitive to any experimental
factors, however the field is still very new and any conformational change in the
molecules could result in a change in the lifetime values, which results in a diffi-
cult data interpretation. Nevertheless recent literature report some ground breaking
results on differentiating tumors from healthy brain tissue [8, 21, 31]. This work is
still preliminary with only two types of tissues and few samples within the types.
In order to have a more statistical result concerning the evolution of fluorescence
signal with time on resected samples, a larger cohort is necessary to be examined.
This cohort should include different new tumorous groups, at least ten of each, such
as glioma, a very deadly tumor in its high grade, and meningioma the most common
brain tumor in adult population [5, 16] and also infiltrated boundaries of the different
tumour types. Of course, these studies on tumorous tissues should be compared to
the corresponding healthy ones.

Although the focus addressed here has been the evolution of signal over time,
it also gives the possibility to look at the difference between a metastasis signals
and a healthy control signal. In fact, an increase in fluorescence intensity at 405 nm
excitation wavelength was highlight from metastasis samples to their control during
all the protocol, on four of five molecules. This result shows the promising future of
spectral analysis in brain tumor diagnosis, giving a first insight on how to discrimi-
nate a tumorous tissue. However, this indicator doesn’t seem so robust concerning to



10 Study of Endogenous Fluorescence … 221

key parameters such has excitation wavelength, or molecules environment. Spectral
analysis as the only mean of contrast appears limited to tackle the difficult prob-
lem of distinguishing healthy boundaries from infiltrated tumor cells. The use of
a multimodal approach to overcome this limit by combining spectral analysis with
other modalities, either more quantitative such as lifetime measurements, or more
qualitative such SHG images will be for sure an added value [31].
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Chapter 11
Photochromic Materials Towards Energy
Harvesting

Gonçalo Magalhães-Mota, Pedro Farinha, Susana Sério, Paulo A. Ribeiro
and Maria Raposo

Abstract Solar to electrical energy conversion is one of the possible approaches
regarding energy demand and sustainability. While traditional semiconductor photo-
voltaic units are seen to be well implemented in the market, with companies offering
packs for both domestic and industries, the search for newmaterials and technologies
aiming improvement in efficiency together with low cost issues has been continu-
ously stressed over the past 20 years. This work point out a novel approach for energy
conversion and storage devices, based on the so called photochromic electrets or
photoelectrets, by using materials containing highly polarisable molecules as multi-
functional diarylethenes (DTEs) and azobenzenes. This is supported by experimental
results which show that (1) DTE-CN blends after electrical field induced orientation
are able to induce external current response when submitted to visible light pulse (2)
visible light is able to induce birefringence in layer-by-layer (LbL) films of poly{1-
(4-(3-carboxy-4-hydroxy-phenylazo) benzenesulfonamido)-1,2-ethanediyl, sodium
salt}(PAZO) and poly (allylamine hydrochloride) (PAH). These preliminary results
allow to conclude that solar devices based on photoelectrets are worth to be further
investigated towards energy harvesting.
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11.1 Introduction

The depletion of fossil fuels reserves and greenhouse gases suppression are two key
issues to be solved concerning energy demand and sustainability [1]. Therefore, it
extremely urgent to spread and encourage the use of renewable energy sources, such
as sun, wind and water, especially in what concerns to electrical energy production.
Since normally renewable energies sources are not accessible when they are more
needed it is also fundamental to develop efficient energy storage systems at low cost.
The conversion of solar energy into electricity is one of the possible alternatives
however it is still somehow costly for large scale applications.

Sunlight hits the earth’s surface intermittently and with unpredictable intensity,
consequently the production of electric energy from solar radiation can change
rapidly, making it difficult to distribute and thus requiring storage units. However
expectations can change regarding micro-power generation applications.

Advances in nanotechnology and generally in materials science may prompt new
solutions for efficient and low cost solar energy conversion-storage systems [2].
For example, the new electrochemical capacitors, called supercapacitors [3], are a
promising alternative to themost commonly used lithium ions,which lose their charg-
ing capacity with successive charge-discharge cycles, and therefore, not meeting the
high speed requirements for high power systems. These systems exhibit important
advantages such as high energy densities stored, fast charge-discharge cycles and
higher service life and thus are expected to become the next power generation stor-
age devices [4, 5].

Another approach to develop energy storage devices is the use of materials con-
taining highly polarisable molecules, which have been adequately oriented in the
medium to attain a net polarization. Electrical energy can then be delivered to an
external circuit by making polarization to change over its steady value, which can be
implemented either through piezoelectric or pyroelectric effects our even, making
use of light sensitive molecular dipoles, which undergo chemical reaction triggered
by light. This concept of the electret is not new and is well accounted in a book
by Sessler [6], where an extensive review and some examples are given. Herein
will be reviewed the techniques, concepts and materials regarding electrets towards
the development of energy harvesting devices focused on light to electrical energy
transduction.

11.2 Energy Harvesting Electrets

Electret is an old concept, consisting of a dielectric material having a permanent
electric charge or polarization, capable to generate an external electric field. The
term electret was due to Oliver Heaviside in 1885 [7] in analogy to the magnet.
Research in dielectric electrets became popular with the development of the electret
microphone in 1962 by West and Sessler [8]. Charge can be accumulated in certain
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Fig. 11.1 Schematization of the poling of a dipolar electret for achieving a net polarization: a
unpolarised electrets with random aligned dipoles and zero net polarization; b polarised medium
with all dipoles oriented in the same direction giving rise to a net polarisation P

dielectric materials to become an electret in charge traps either in surface or bulk, or
through bulk oriented electric dipoles, Fig. 11.1.

Once polarised, the electrical energy is stored in the material and can be converted
into electrical energy, for example, to an external circuit if one acts in the medium
so that a change in polarization is achieved.

Examples of most investigated electrets are the carnauba wax, in early stages, [9],
polyethylene (PE), polypropylene (PP), fluoroethylenepropylene (Teflon-FEP) [10,
11] and poly (vinylidene fluoride) (PVDF) [12–15].

Particular interest has been paid to ferroelectric electrets,which also present piezo-
electric and pyroelectric properties that can be directly used for energy harvesting,
just by inducing polarization changes through stress/strain application or temperature
changes. This can be clearly seen in followingMopsik model for the electrical polar-
ization arising from a medium with N non interacting molecular dipoles of dipole
moment μ, placed at the centre of spherical cavities of known dimension, wrapped
in a dielectric medium [16], as sketched in Fig. 11.2. Under these conditions the
electrical net permanent polarization of a planar dielectric medium can be written
in terms of molecular dipole moment and average dipole orientation with respect to
dielectric surface and can be determined by the following formula:

P � N

V

ε∞ − 1

3
μ 〈cos θ〉 (11.1)

where V is the volume of the spherical cavities, ε∞ is the dielectric constant at
elevated frequencies, where dipoles no longer follow the electric field and 〈cos θ〉
the average dipole moment orientation.

Accordingly, a change in medium polarization can arise from change in dipole
concentration, dipole moment or dipole orientational order, as changes in dielec-
tric constant are considered negligible. These changes, for example with respect to
external stimulus “X”, can be expressed by:
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Fig. 11.2 Schematization of molecular dipoles placed inside of spherical cavities wrapped
in a dielectric medium according with Mopsik model for the calculation of net permanent
polarization P
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(11.2)

Moreover, changes in polarization gives rise to surface charge imbalance and
thus to an electrical current if connected to an external circuit. For example, “X”
could be stress or strain, temperature or electric field including that of light. This
effect has been reported for energy harvesting in fluoroethylenepropylene ferroelec-
trets and cross-linked polypropylene through piezoelectrics effect [17, 18]; stacked
piezoelectrets clamped to a seismic mass have been proposed by Podrom et al. [19],
sandwiched fluoroethylene propylene films with charged parallel voids between,
have been proposed by Zhang et al. [20]. Also Cuadras suggested pyroelectric cells
based on screen printed lead zirconate titanate (PZT) and PVDF to provide energy
to low power autonomous sensors [21].

11.3 The Photochromic Electret

Asmentioned above the change in polarization in adielectricmediumcanbe triggered
by light, for example, through the change in molecular dipole moments as a result
of some photochemical reaction, which alters the molecule or its conformation.
Generally speaking, the layout of a molecular dipole adequate to interact with light,
consists of a donor acceptor groups bonded by a π conjugated bond, as sketched in
Fig. 11.3.

An example of these, are the so called multifunctional diarylethenes (DTEs)
derivatives, known since the eighties as molecular switches. These photo responsive
molecules present not only two isomer forms, exhibiting different conformation,
but also different dipole moments. In addition, switching from conformation can be
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induced by light, with visible light promoting the opening of aromatic ring while
UV-light promotes its closure, Fig. 11.4.

Under this line Castagna et al. [22] proposed the use of 1,2-bis-[2-methyl-5-(p-
cyanophenyl)-3-thienyl]perfluorocyclopentene (DTE-CN), Fig. 11.5, for the creation
of photochromic electrets to be used in light energy harvesting devices.

The device will directly convert the photon energy into electric energy thanks
to a polarization modulation due to the change in dipole moment caused by the
photoreaction. The DTE-CN with its dipole moments towards the fluorine atoms,
are colourless in the open ring form and coloured in the closed ring form. Dipole
moments differ from 0.81 D in the open ring form to 0.18 D in closed ring form.

For the device a planar capacitor filled with a dielectric material doped with DTE-
CN was proposed, thus featuring different colours and dipole moments according
with wavelength impinging the device.

Recently, Castagna et al. [22] showed that electrets based in photochromic
molecules can be used for energy harvesting, as well as proposed the mechanism
for light energy conversion. The device consisted of a parallel plate capacitor filled
with a dielectric material doped with a photochromic compound, which features
different dipole moments in the colourless and coloured form. The alignment of
the dipolar chromophores by poling, so that the photochromic molecules become
arranged with the dipole moment perpendicular to the capacitor plates, allowed
achieving permanent polarization and thus external electrical field. By irradiating
this capacitor device with pulses of both ultraviolet (375 nm) and visible (532 nm)
light, an external current was successfully obtained in accordance to forward and
backward photochemical reactions. Moreover, current densities of 0.7 pA/mm2 have
been obtained with DTE-CV capacitor photoelectrects, when irradiated by UV light
at 375 nm.

Other interesting molecular systems that can be used for light to electrical
energy conversion are the azobenzene derivatives. According with general layout
for improved light interaction, sketched in Fig. 11.3, the best design for azobenzene
derivatives will be the one represented in Fig. 11.6.

Here the conjugation is kept through the benzene rings and the dipolar character
of themolecule is conferred by the donor-acceptor groups placed at opposite benzene
rings. Typical dipole moments can reach 9–10 D and one can even get additional
optical response from the photo-isomerization capabilities through the –N=N– azo
group, as schematized in Fig. 11.7.

Fig. 11.3 Layout of a molecular dipole suitable for interaction with light electric field consisting
of electron donor-acceptor groups bonded through a π bond



228 G. Magalhães-Mota et al.

Fig. 11.4 DTEmolecule with donor-acceptor group substituent’s on opposite sides forming a large
dipole, in which the aromatic ring can be opened or closed according with the wavelength of light
impinging it

Fig. 11.5 Chemical structures of photochromic molecule 1,2-bis-[2-methyl-5-(p-cyanophenyl)-3-
thienyl]perfluoro cyclopentene (DTE-CN). The arrow indicates de direction of molecular dipole
moment

Fig. 11.6 Azobenzene molecule with donor-acceptor group substituents on opposite sides forming
a large dipole moment molecule

In fact, azobenzenes have proven to be candidates in the fields of optoelectron-
ics and photonics [23–26]. Azobenzene molecules are characterized by two main
absorption bands: a low energy absorption band, in the visible region, and another,
at higher energy levels, within the ultraviolet region. In 1937, studies performed
by Hartley revealed the photo-isomerization capabilities of these molecules, or the
ability to spatially rearrange by light of adequate wavelength. This process can lead
to a large macroscopic birefringence in a bulky material containing azobenzene
molecules [27].

Figure 11.8 shows the chemical structures of common commercial azobenzene
chromophores.

Table 11.1 displays the transition dipolemoments andmelting point of azobenzene
molecules of Fig. 11.8.
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Fig. 11.7 Schematization of photo-isomerization process in azobenzene molecules which can de
reached either by adequate wavelength light or heat

Fig. 11.8 Commercial
azobenzene chromophores
molecules: a
N-ethyl-N-(2-hydroxyethyl)-
4-(4-nitrophenylazo) aniline
(Disperse Red 1 – DR1), b
2-[4-(2-chloro-4-
nitrophenylazo)-N-
ethylphenylamino]ethanol
(Disperse Red 13 – DR13)
and c
1-(4-(3-carboxy-4-hydroxy
phenylazo) benzene
sulfonamido), sodium salt
(Disperse Red 19 – DR19)

(a) 

(b) 

(c) 
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Table 11.1 Physical properties of commercial azo-chromophores: wavelength of maximum
absorption in UV-VIS region; transition dipole moment and melting point

Azobenzene
chromophore

Maximum absorption
wavelength (nm)

Transition dipole
moment (D)

Melting point (°C)

DR1 502 8.7 ~160

DR13 503 8.6 ~130

DR19 495 10 ~300

There are some unique features that are worth to mention at this point concerning
the photo-isomerisation of azobenzene molecules and consequently materials which
incorporate them. The photo-isomerization processes of the azobenzene molecule or
group leads to change of the spatial geometric arrangement, through the conversion
of isomer form trans to cis (trans→cis) as a result of light absorption, or trans to
cis (cis→ trans) induced by light or heat. This photo-isomerization is attained by
impinging light of adequatewavelength on themedium,which induces amodification
inmolecular conformation andmolecular reorientation after several trans−cis−trans
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photo-isomerization cycles.As a result of this, the azochromophoreswill tend to align
perpendicular to the polarization direction of the electric field of the incoming light.
The geometric spatial change of azobenzenes, and thus, the orientation of the dipole
induced by the trans-cis-trans photo-isomerization cycles, allows the reorientation
of chromophores, process that even occur at room temperatures, without need of
temperature increase in order to improve chromophores mobility within the medium.

The azobenzene chromophores can then be oriented just by using polarized light,
through a simple statistical selection process. In fact, as azobenzenes preferably
absorb polarized light along their transition dipole axis (the longest axis of the
molecule), the probability of absorbing the light varies with cos2θ , where θ is the
angle between the polarized light and themolecules dipole axis.Hence, themolecules
oriented parallel to the polarized lightwill absorb it, while themolecules oriented per-
pendicularly will not [28], as shown in Fig. 11.9. In other words for a certain angular
distribution of chromophores, some will absorb the polarized light, convert to the cis
form and then back to the trans form with a random orientation. The chromophores
that become oriented perpendicular to the polarized light will no longer suffer the
isomerisation or reorientation process. Thus while the light source remains on, the
concentration of chromophores oriented perpendicular to the polarized light electric
field, increases constantly until it reaches its maximum saturation level. After this
process, a strong birefringence (anisotropy of the refractive index) in the direction
perpendicular to the applied electric field and also a dichroism, (anisotropy of the
absorption spectrum) have been induced in the medium by light [30].

In addition this photoinduced orientation by polarized light is reversible, i.e., the
direction of the chromophores can be altered, by using light with a new polarization
angle. The random orientation of the chromophores can be restored by impinging the
medium with circular polarized light or heating it, thus restoring the system entropy,
even with the non-polarized sunlight being able to steer the chromophores along its
irradiation axis [31]. In addition, those molecules are also known to be polarized by
sunlight, as is the case of molecules containing azobenzene groups [32].

In looking for a figure ofmerit it isworth to followCastagna et al. [22] calculations,
which can predict the efficacy of photoelectret devices. By supposing that all dipoles
switch instantaneously as a result of the photo-isomerization reaction, the change in
polarization �P will give rise to a change in external electric field �E, the electrical
stored energy density in place, U , will be given by

U � ε0�E2

2
� 1

2ε0
(�P)2 (11.3)

where, ε0 is the electrical permittivity constant
(
ε0 � 8.85 × 10−12C2/Nm2

)
. Taking

into account expression 1 obtained from Mopsik modelling one can express the
energy associated with polarization change by

U � N

2ε0V

(
ε∞ + 2

3
〈cos θ〉

)2

(�μ)2 (11.4)
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Fig. 11.9 Illustration of the random orientation of the chromophores in the presence of non-
polarized light (a), and the preferred orientation in the presence of polarized light (b, c). E and
K correspond to the electric field and wave vectors, respectively. Adapted from [29]

Considering N /V photons with energy hν equal to that of the photochromic
molecules in the electret and φ the quantum yield of the photochromic process,
one can put the efficiency ratio U/u as

U

u
� Nφ

2ε0Vhυ

(
ε∞ + 2

3
〈cos θ〉

)2

(�μ)2 (11.5)

According with Castagna et al. supposing a dipole concentration of 1021 cm−3,
�μ~10 D, 〈cos θ〉~0.9, ε∞ ~2.6, illuminating the sample with light at 500 nm
(2.56 eV), and considering a quantum yield of the photochromic conversion of 0.5,
a value of 16% is attained for the “internal” energy conversion efficiency [22].
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11.4 Photoelectret Production Details

For making devices it is necessary to prepare films or coatings of these photochromic
electrets, which requires two basic steps, namely the preparation of uniform films
with the adequate photoabsorption features and to perform the film polarization to
achieve a net polarization in the medium. Several techniques can be pointed out for
organic thin film production.

The simplest method for prepare these films from organic materials is spill on
a solid support a drop of an aqueous or an organic solution of the photochromic
material. The solvent is then removed by evaporation, forced or not, and the material
stay on the surface without controlled thickness or roughness. The second easier
method to prepare thin films with some control of thickness is through the spin-
coating method. This method consist of spilling a drop of the solution onto a solid
support, which is rotating at a determined angular velocity. The obtained films present
regular thickness.

However, there are other techniques of production of organic thin films onto solid
supports, which are the Langmuir-Blodgett, self-assembly and layer-by-layer, which
allow the preparation of heterostructures of molecular layers with accurate control
of thickness and low roughness [33].

The Langmuir-Blodgett technique requires sophisticated equipment, namely a
Langmuir trough and respective control units, and amphiphilic molecules, i.e., pos-
sessing both a hydrophilic head and a hydrophobic chain. The general preparation
procedure of these films is to solubilize the amphiphilic molecules in a volatile sol-
vent, as chloroform, and drop the solution onto the aqueous surface. After the solvent
evaporation, the molecules spread over the surface are compressed by a barrier to
form the usually called Langmuir monolayer. This monolayer can now be trans-
ferred to a solid support by immersing or pulling it in/out the trough. Although this
method allows production of well controlled layers, the preparation of these films is
expensive, time consuming and not at all suitable for large-scale production.

The self-assembly technique also allows the preparation of molecule layers by
chemical adsorption on a solid support and onto other already adsorbed molecule
layers. This method requires the use of molecules which have affinity to chemically
interact with the solid support and with the next layer of molecules. This limitation
severely compromises the use of the technique for large scale production.

The layer-by-layer (LbL) technique consists of alternated physical adsorption of
electrically charged polyelectrolytes from aqueous solutions onto solid supports,
as schematized in Fig. 11.10. In this technique the solid support is immersed in a
policationic solution for a period of time, followed of a quick rinse in water to remove
the non-adsorbed molecules; the support, nowwith a polycationic layer, is immersed
in a polyanionic solution for a determined period of time and finally washed again.

A polyelectrolyte bilayer is obtained with this procedure, which can be repeated
the number of times equal to the number of desired bilayers. This method of prepa-
ration of thin films is cheaper and can be easily adapted for large-scale production.
The LbL technique has been used to prepare thin films of azobenzene materials and
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Fig. 11.10 Experimental setup of layer-by-layer technique used to produce nanostructured thin
films

Fig. 11.11 Basic layouts of most common electret poling experimental setups: a parallel plate b
corona triode with current control

its properties have been widely investigated, demonstrating that it can be used for
many applications, namely for the application in featured materials [34–38].

The achievement of a net polarization in the photoelectret devices is carried out
through a poling process, which can be easily achieved via electrical poling either
by parallel plate or corona discharge poling [39], electron beam [40], optical or
optical assisted poling [41] or even X-rays and even glow discharge. The most used
techniques for electret poling are the parallel plate and corona poling, which are
sketched in Fig. 11.11.

Generally, dielectric poling is carried out at elevated temperatures, near to the
glass transition temperatures in the particular case of polymeric materials, with the
electric field applied to the sample and cooled up to room temperature with applied
field. This thermal poling is attained either with an electrode sample in the case of
parallel plate configuration, inwhich an electric potential,Vp, is directly applied, or is
carried out through charge injection in the surface of the dielectric material, making
the sample electric field to increase and orient the molecular dipoles, Fig. 11.11.
These poling techniques can be carried out in normal atmosphere although it might
be desirable to perform it in controlled atmosphere. Corona discharge has been used
since early stages of electrets, particularly the corona triode configuration. Corona
charging does not require the use of electrodes in sample surfaces, which allows to
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achieve much higher poling electric fields particularly in thin samples. In corona
triode a metallic grid has been introduced to improve charge uniformity along the
sample surface and better control of poling voltage, VG. Constant current poling
regime by controlling the poling voltage has also been widely used, as it allows full
control of poling rates and also makes easier the modelling.

11.5 Birefringence Induction by Visible Light
in Azobenzene Containing Materials

As mentioned before the characterization of the effect of light in the creation of
anisotropy in azobenzene containing materials is fundamental for the knowledge of
electret stabilities and capabilities of creation of large anisotropies and thus causing
large changes in electrical polarization. If face of the large changes in orientation that
can take place in azobenzene chromophores, as a result of successive trans-cis-trans
photoisomerisation cycles, the best way to characterize the dynamics of molecular
dipole orientation is through optical birefringence measurements.

In Fig. 11.12 is sketched the basic experimental setup that is normally used to
study the birefringence dynamics in azobenzene containingmaterials [42]. The setup
consists of a polarized writing beam, normally the Ar+ laser lines are adequate to
induce birefringence in most azochromophores at room temperature, and a probe
beam, generally a few mW HeNe laser, to probe birefringence. The writing beam
polarization direction can be changed by rotating the half-wave plate with respect to
incident beam and when circularly polarized light is required, a quarter-wave plate is
place oriented 45° with respect to incident beam. The HeNe laser, 45° polarized with
respect to the writing beam, in order to maximize sensitivity, impinges the sample
at the same point of writing beam and passes through the analyser, which is initially
set to extinguish light before striking the photodetector.

The fraction of light passing through a sample placed between crossed polarisers
and reaching the photodetector, will depend then on, the birefringence that is being
created by the writing beam, and can be written as

Iv
Iv0

�
(

π�nd

λ

)2

(11.6)

where, Iv and Iv0 are the transmitted and incident light, respectively, �n is the
induced birefringence, d is the thickness of the film and λ is the wavelength. The
ratio Iv/Iv0 is often called the birefringence signal, from which birefringence can be
calculated by applying (11.6). A typical creation-relaxation-deletion birefringence
curve is presented in Fig. 11.13.

At the start, the probe beam polarizer and analyzer are set to be crossed and the
signal is close to zero. At point A, the writing beam is turned on and light starts to
pass through the analyser and reach the photodetector as a result of chromophore
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orientation. The signal then increases to a steady value, which means that no more
improvement in dipolar orientation can be achieved. At point B, the writing beam is
turned off and birefringence is seen to decay to a residual value, which also corre-
sponds to a residual permanent polarization attained as a result of the disorientation
of some of the dipoles. At point C, the writing beam is turned on but with circularly
polarized light, causing the signal to go to the starting values at A, which corre-
sponds to the deletion of created birefringence and molecular dipoles orientation
will be random.

At this point it is worth to check if visible light following the solar spectrum can
induce birefringence in azobenzene molecules. Thin layer-by-layer films of PAH
and PAZO polyelectrolytes, Fig. 11.14, supplied by Sigma Aldrich, were prepared
from aqueous solutions with a concentration of 10−2 M onto fluorine doped tin oxide
(FTO) coated glass supports (TEC15, 12–14 �/5). The solutions were prepared by
dissolving the PAH and PAZO polyelectrolytes in Milli-Q ultrapure water, with
resistivity of 18 M� cm at 25 °C, (Millipore). Both pH were kept constant to 5 and
7 for PAH and PAZO, respectively. The preparation of the LbL film involved the
alternated adsorption from solution of both polyelectrolytes, namely, the substrate
was: (1) immersed in the PAH solution, for 3 min; (2) washed with ultrapure water;
(3) immersed in the PAZO solution, for 3 min; (4) washed with ultrapure water. In
order to obtain a film with n bilayers, denoted as (PAH/PAZO)n, the aforementioned
sequence is repeated n times.

Fig. 11.12 Experimental setup layout used to characterize the dynamics of creation, decay and
deletion of birefringence in azobenzene containing films
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Fig. 11.13 Illustrative plot of the creation, relaxation and erase processes of birefringence as a func-
tion of time. A—Starting of irradiation with linearly polarized light. B—Interruption of irradiation.
C—Irradiation with circular polarized light

Fig. 11.14 Chemical structures of: a Poly{1-(4-(3-carboxy-4-hydroxy phenylazo) benzene
sulfonamido)-1,2-ethanediyl, sodium salt} (PAZO) , a main chain azobenzene containing poly-
electrolyte, and b Poly (allylamine hydrochloride) (PAH)

The chosen immersion time of 3min in the polyelectrolytes solutions corresponds
to a compromise between optimized time for films preparation and the time required
to achieve 80%of adsorbed amount per layer, based on the adsorption kinetics studies
described elsewhere [34, 43]. The thickness of the films can be controlled by keeping
the adsorption times constant.

The ultraviolet-visible absorbance spectra for different number of bilayers of
PAH/PAZO LBL films are depicted in Fig. 11.15a. The absorbance peak centred
near 360 nm is related to the π − π* chromophore transition [37]. By the analysis
of Fig. 11.15b it is observed that the absorbance at the maximum increases with
the number of bilayers indicating a linear film growth. The adsorbed PAZO amount
per unit of area and per bilayer can be estimated from the slope of the maximum
absorbance at 363 nm versus the number of bilayers in the PAH/PAZO LbL film,
using the Beer-Lambert law. The obtained value is 0.014 ± 0.001 mg m−2, and
the PAZO absorption coefficient, at 363 nm, ε363nm �4.30 ± 0.07 m2g−1 [35]. The
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Fig. 11.15 a Absorption
spectra of PAH/PAZO LbL
films with different number
of bilayers. b Maximum
absorbance (363 nm) versus
the number of bilayers in the
PAH/PAZO LbL film
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adsorbed PAZO amount achievable for 30 bilayers film is 0.42± 0.03mgm−2, which
is a high value in comparison with films prepared onto glass substrates [38].

In Fig. 11.16A is presented a typical birefringence creation and relaxation kinetics
curve obtained for 30 bilayers PAH/PAZO LbL films.

As alreadymentioned the birefringence creation curves correspond to the increase
of transmitted light signal when the writing beam source is turned on, whereas the
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birefringence relaxation curves are acquired immediately after the light to be turned
off and correspond to a decrease in the transmission signal. A 650 nm 0.9 mW
laser diode module was employed to measure the photoinduced birefringence. The
sample was placed between crossed polarisers, in what concerns to the probe beam,
with polarization set at 45° with respect to the writing beam polarization. An optical
chopper was used to modulate the probe beam and the birefringence signal was
measured with a photodetector, through a lock-in amplifier.

The analysis of birefringence creation kinetics curves can be carried out by fitting
the experimental data to a bi-exponential function, containing two distinct processes
in agreement with literature, see [36] and references therein. Generally, the fast pro-
cess is assigned to trans→cis→trans photo-isomerization processes contributing to
the birefringence, which depends on the available free local volume and on interac-
tions between chromophores and PAH. The slower process is ascribed to the main
chain mobility, which relies on chain size and interactions between both polyelec-
trolytes. However, in this study, the birefringence creation, Iwriting , was seen to be
very slow and therefore the experimental data can be adequately fitted only with a
single exponential function as:

Iwriting � Iw0

(
1 − exp

(
− t

τw

))
(11.7)

where, Iw0 is the pre-exponential factor that represents the magnitude of the process
and τw is the characteristic time constant. In this case, the characteristic time corre-
sponds to a value of 5180± 20 s, which is a much longer time in comparison with the
value of 1700 ± 40 s obtained in PAH/PAZO films prepared onto glass substrates,
using as writing beam the 514 nm beamline of a tuneable Ar+ laser [38]. This means
that the incidence of light is likely to increase the sample temperature, avoiding in
this way the creation of birefringence. It can be also detected that the induced bire-
fringence is proportional to the amount of azo-groups present in the films, i.e., of the
number of PAZO layers.

The obtained decay curve can be fittedwith two exponential Debye like processes,
being the one with short characteristic associated with dipole disorientation and the
onewith longer characteristic time, the long-term relaxation, related to disorientation
arising from the movement of polymer chains, as follows:

Irelaxation � Ir1 exp

(
t

τr1

)
+ Ir2 exp

(
− t

τr2

)
(11.8)

where Ir1 and Ir2 are the pre-exponential factors for the normalized birefringence
intensity, τr1 and τr2 are the characteristic time constants of the processes. For the
earliest moments of relaxation process, the obtained characteristic time is a value of
1970 ± 30 s, while the second characteristic time is of (0.63 ± 0.03) × 106 s. These
values are in good agreement with the birefringence decay characteristic times of
PAZO [36].
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11.6 Conclusions

This work reviews a new concept towards energy harvesting from light based on
dielectrics media containing highly polarisable chromophores, which are photosen-
sitive—The so called photo-electret.Materials techniques for device productionwere
presented. Particularly, two molecular systems were analysed, the multifunctional
diarylethenes and azobenzenes derivatives. Blends of the photochromic material
DTE-CN revealed to produce a displacement current density to an external circuit
when irradiated with UV light at 375 nm. It was further revealed that birefringence
can be successfully induced in PAH/PAZO LbL films by irradiation with light with a
spectrum similar to that of sun light. In ideal conditions an efficiency of 16% can be
expected, which is a fairly good starting point for further investigations and making
the concept of photo-electret based harvesting devices promising.
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